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In the last decade there has been an increasing interest in mining time series data since huge amounts are generated by several procedures in almost every domain such as in business, industry, medicine, science etc. Moreover, considering image or video data as time series data, the list of time series databases that need to be mined is expanded. During this period of time, hundreds of papers have been published covering all aspects of time series data mining, namely, dimensionality reduction or representation techni​ques, indexing, clustering, classification, novelty detection, motif discovery etc. Most of the contributions focus on proposing different dimensionality reduction approaches and providing novel similarity measures in order to deal with the unique characteristics of time series data, specifically, the high dimensionality, the high feature correlation and the large amounts of noise and to improve the performance of the existing data mining techniques. The objective of this paper is to serve as an overview of the most recent advances in the field of time series data mining. Although a general overview is included, the literature review is focused mainly on papers of the last three years. 

1. Introduction

The Data Mining (DM) field has attracted a lot of attention during the last decade since it involves techniques and algorithms capable of efficiently extracting patterns that can potentially constitute knowledge from large databases. The primary goals of DM methods are the description of a particular dataset (often huge) and the prediction of future values of interest based on already known values from a database [13]. Time Series Data Mining (TSDM) is a relatively new field that is comprised by DM methods adjusted in a way that they take into consideration the temporal nature of data. Several procedures generate huge amounts of data in the form of time series, in almost every domain such as in business, industry, medicine and science. In addition to that, TSDM techniques can be applied on image or video data since these types of data can be considered also as time series. According to an electronic poll (126 voters) conducted in September 2005 by the kdnuggets site (http://www.kdnuggets.com), 40% of the voters stated that they analyzed/mined time series data during the previous 12 months. That was the second highest percentage in the corresponding sample (82% stated that they analyzed/mined “table data , fixed number of columns”). During the last decade hundreds of papers have been published covering all aspects of time series data mining. An indicative statistic of the increasing interest in mining time series arose while we were surveying the literature through the DBLP site (http://www.informatik.uni-trier.de/ ~ley/db/index.html). Providing the keyword “time series” for each one of the last 20 years, we monitored the number of papers, which included this term in their title. As it is shown in Figure 1, this number increases almost exponentially for this period of time. Many of these papers are related to data mining tasks. 
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Figure 1: Number of papers including the term "Time Series" in their title.

According to the research in this field, the main tasks of TSDM methods are: forecasting, indexing, clustering, classification, novelty detection, motif discovery and rule discovery. Although some of these tasks are similar to the corresponding DM tasks, the temporal aspect arises some special issues to be considered and/or imposes some restrictions in the corresponding applications. First, in most of the above tasks it is necessary to define a similarity measure between two time series. A second issue that arises in TSDM and interrelates to the selection of a similarity measure is the representation of a time series. In addition, there have been introduced several applications that utilize existing techniques or modified versions of them. Through such application oriented research, application-specific representation schemes and similarity measures are defined that potentially may be of broader usefulness. As an example, a recent application is presented by Wu et al. [40] who propose a comprehensive approach to the problem of respiratory motion data in cancer radiation treatment. Although this is an application paper, a general framework is provided appropriate for analyzing any motion with structured time series data. 

To our knowledge, there is no paper reviewing thoroughly the Time Series Data Mining field. However, there exist some excellent tutorials by Keogh [19] and Faloutsos [11] . In addition to these tutorials, Keogh and Kasetty [22] conducted a thorough survey on TSDM literature focusing on the empirical evaluations of the proposed approaches in the following tasks: indexing, clustering, classification and segmentation. Their experimental results suggested “the need for a set of time series benchmarks and more careful empirical evaluation in the data mining community”. There are two more papers that review the broader field of Temporal Knowledge Discovery where other types of data are also considered, along with time series, such as sequences of events. In the first paper, Roddick and Spiliopoulou [34] provide a framework for the categorization of studies on temporal data mining along three dimensions: (a) data-type (b) mining paradigm and (c) ordering. In the second paper, Antunes and Oliveira [3] provided another overview of Temporal Data Mining aiming also at the classification and organization of the available techniques. Their approach in discovering patterns from temporal data involves three steps: (a) the representation of the data, (b) the definition of similarity measures and (c) the application of data mining methods. 

The objective of this paper is to serve as an overview of the most recent advances in the field of time series data mining focused mainly on papers of the last three years. The survey cannot be considered comprehensive since the emerging field of data mining has attracted the interest of researchers from many diverse fields such as computing science, bioinformatics, manufacturing etc. Moreover, the limited space of this paper led us to give more emphasis on the main contributions to time series representations and similarity measures, which consist the main research effort in this field. 

In Section 2 we briefly provide the background of time series data mining tasks and techniques. Section 3 discusses various indexing issues. In Section 4, we present past and recent similarity measures. Section 5 describes the various types of time series representations proposed to date. Finally, a conclusion is presented in Section 6.
2. TSDM concepts and tasks

A time series is a collection of observations made sequentially through time. At each time point one or more measurements may be monitored corresponding to one or more attributes under consideration. The resulting time series is called univariate or multivariate respectively. In many cases the term sequence is used in order to refer to a time series, although some authors refer to this term only when the corresponding values are non-numerical. Throughout this paper the terms sequence and time series are being used interchangeably.

As mentioned in Section 1, the most common tasks of TSDM methods are: indexing, clustering, classification, novelty detection, motif discovery and rule discovery. In most of the cases, forecasting is based on the outcomes of the other tasks. A brief description of each task is given below.

Indexing: Find the most similar time series in a database to a given query time series.

Clustering: Find groups of time series in a database such that, time series of the same group are similar to each other whereas time series from different groups are dissimilar to each other. 

Classification: Assign a given time series to a predefined group in a way that is more similar to other time series of the same group than it is to time series from other groups.

Novelty detection: Find all sections of a time series that contain a different behavior than the expected with respect to some base model.

Motif discovery: Detect previously unknown repeated patterns in a time series database.

Rule discovery: Infer rules from one or more time series describing the most possible behaviour that they might present at a specific time point (or interval).

The temporal aspect of data arises some special issues to be considered and/or imposes some restrictions in the corresponding applications. First, it is necessary to define a similarity measure between two time series and this issue is very important in TSDM since it involves a degree of subjectivity that might affect the final result. A lot of research has focused on defining different similarity measures in order to improve the performance of the corresponding methods. Second, it is necessary to apply a representation scheme on the time series data. Since the amount of data may range from a few megabytes to terabytes, an appropriate representation of the time series is necessary in order to manipulate and analyze it efficiently. The desirable properties that this approach should hold are: (a) the completeness of feature extraction and (b) the reduction of the dimensionality “curse” [1]. More specifically, the method of extraction features should guarantee that there would be no pattern missed, the number of patterns falsely identified as interesting will be minimized and the dimensionality reduction will be substantial. In many cases also, the objective is to take advantage of the specific characteristics of a representation that make specific methods applicable (i.e. inducing rules, Markov models). Consequently, the majority of the researchers are focused on defining novel similarity measures and representation schemes in order to improve indexing performance. Past and recent work on these issues is presented in the next three sections (3,4 and 5).

Clustering and classification of time series rely heavily on the similarity measure and the representation scheme selected, thus, there are very few papers proposing a novel algorithm [32]. A recent survey on clustering time series is provided by Liao [27].  

Novelty detection is a very important task in many areas. Several alternative terms for “novelty” have been used, such as, “anomaly”, “interestingness”, “surprising”, “faults” to name a few. Moreover, many problems of finding periodic patterns can be considered as similar problems. The important point here is to provide a clear and concise definition of the corresponding notion. For instance, Keogh et al. [23] describe a pattern as surprising “if the frequency with which it appears, differs greatly from that expected given previous experience”. The authors present a novel algorithm, called Tarzan, and provide useful pointers to relevant literature. Recently, Aref et al. [4] focus on discovering partial periodic patterns in one or more databases. They present algorithms for incremental mining (how to maintain discovered patterns over time as the database is being expanded) and online mining (how to perform changes in various thresholds of a mining task while it is in progress). 

Motif discovery is a well-known task in the bioinformatics community [36] but only recently attracted the interest of the data mining community [29]. Motifs are defined to be previously unknown, frequently occurring patterns in a time series. These patterns may be of particular importance to other data mining tasks, such as, rule discovery and novelty detection. The recent work of Tanaka et al. [37] proposes a new method for identifying motifs from multi-dimensional time series. They apply Principal Component Analysis to reduce dimensionality and perform a symbolic representation. Then, the motif discovery procedure starts by calculating a description length of a pattern based on the “Minimum Description Length” principle. 

Finally, rule discovery has been a major topic in the Data Mining literature, but again, within time series context the interest has been in the representation schemes selected in order to make specific methods applicable [10]. 
3. Indexing
Indexing approaches are mostly influenced by the pioneer work of Agrawal et al. [1], generalized by Faloutsos et al. [12]. The emerged framework from these papers, referred as GEMINI, can be summarized in the following steps [11]:

· extract k essential features from the time series  

· map into a point in k-dimension feature space

· organize points with off-the-shelf spatial access method (‘SAM’)

· discard false alarms

The first and second step suggests the application of a representation scheme in order to reduce the dimensionality. However, this mapping should guarantee that it would return all the qualifying objects. This implies that the similarity measure in the k-dimension feature space should lower bound the corresponding similarity measure in the original space [28]. The third step is an opened selection, however most of the times R-tree structures are used. Other indexing structures may be vp-trees [7] [39], hB-trees and grid-files. The fourth step is a consequence of the fact that this approach can not guarantee that there will not be returned unqualified objects, thus these false alarms should be discarded in a post processing phase.

Recently, Vlachos et al. [38] presented an external memory indexing method for discovering similar multidimensional time series under time warping conditions. The main contribution of this work is the ability to support various distance measures without the need to reconstruct the index. Two approaches with respect to distance measures are taken under consideration, namely, the Longest Common Subsequence (LCS) and the Dynamic Time Warping (DTW). Their indexing technique works by splitting a set of multiple time series in multidimensional Minimum Bounding Rectangles (MBR) and storing them in an R-tree. For a given query, a Minimum Bounding Envelope (MBE) is constructed, that covers all the possible matching areas of the query under time warping conditions. This MBE is decomposed into MBRs and then probed in the R-tree index.

4. Time series representation
There have been several time series representations proposed in the literature, mainly on the purpose of reducing the intrinsically high dimensionality of time series. We will refer to some of the most commonly used representations. A hierarchy of various time series representations is presented in a tree diagram in [28]. Discrete Fourier Transform (DFT) [1] was one of the first representation schemes proposed within data mining context. DFT transforms a time series from the time domain into the frequency domain whereas a similar representation scheme, Discrete Wavelet Transform (DWT) [8], transforms it into the time/frequency or space/frequency domain. A comparison of these two representations is provided in [41]. Singular Value Decomposition (SVD) [25] performs a global transformation by rotating the axes of the entire dataset such that the first axis explains the maximum variance, the second axis explains the maximum of the remaining variance and is orthogonal to the first axis etc. Piecewise Aggregate Approximation (PAA) [43] [21] divides a time series into segments of equal length and records the mean of the corresponding values of each one. Adaptive Piecewise Constant Approximation (APCA) [20] is similar to PAA but allows segments of different lengths. Piecewise Linear Approximation (PLA) approximates a time series by a sequence of straight lines. 

Recently, more representation schemes have been proposed in order to reduce dimensionality. The first class of these schemes consists of symbolic representations. Lin et al. [28] propose a Symbolic Aggregate Approximation (SAX) method, which uses as a first step the PAA representation and then discretizes the transformed time series by using the properties of the normal probability distribution. The resulting “word” depends on a previously chosen alphabet size. Morchen and Ultsch [31] provide a new unsupervised discretization method of time series, called Persist, which results into a symbolic time series with symbols that retain their temporal aspect. This method requires that the time series does not change behavior fast and does not contain a long-term trend. The basic idea of this approach is that a time series is a sequence of states generated by an underlying process. Persist is based on the Kullback_Leibler divergence between the marginal and the self-transition probability distributions of the states (the discretization symbols) in order to discover these states. Taking into account the temporal order of the original data derives the resulting representation and that may be a useful feature in knowledge discovery, especially within rule-discovery and anomaly-detection tasks. Bagnal and Janacek [5] assess the affects of clipping original data on the clustering of time series. Each point of a series is mapped to 1 when it is above the population mean and to 0 when it is below. This representation is called clipping and has many advantages especially when the original series is long enough. It achieves adequate accuracy in clustering, it efficiently handles outliers and it provides the ability to employ algorithms developed for discrete or categorical data. The authors evaluate the effects of this representation on clustering. They fit ARMA models on the transformed data, and they conduct extensive experiments on different clustering methods, such as, k-means, k-medoids and hierarchical clustering. Megalooikonomou et al. [30] introduce a novel dimensionality reduction technique, called Piecewise Vector Quantized Approximation (PVQA). This technique is based on vector quantization that partitions each series into segments of equal length and uses vector quantization to represent each segment by the closest codeword from a codebook. The original time series is transformed to a lower dimensionality series of symbols. This approach requires a training phase in order to construct the codebook (the Generalized Lloyd Algorithm is applied), a data-encoding scheme and a distance measure.

A second class of representation schemes aims at transforming multivariate time series and / or streaming data. Papadimitriou et al. [33] introduce SPIRIT, a new approach of discovering patterns from streaming multiple time series. This approach identifies correlations and hidden variables among time series, in order to summarize the entire set of streams and provide useful means in efficient forecasting. The SPIRIT also satisfies the important requirements of an efficient streaming pattern discovery procedure, that is, it is streaming, it scales linearly with the number of time series, it is adaptive to changes and it is automatic. The basic method applied in order to identify correlations and hidden variables is the Principal Component Analysis. Cole et al. [9] provide a work that addresses the task of discovering correlated windows of time series (synchronously or with lags) over streaming data. They concentrate in the case where the time series are “uncooperative”, meaning that there does not exist a fundamental degree of regularity that would allow an efficient implementation of DFT or DWT transformations. The proposed method involves a combination of several techniques – sketches (random projections), convolution, structured random vectors, grid structures, and combinatorial design – in order to achieve high performance. Gionis and Mannila [17] introduce a different approach, which is mainly motivated from research on human genome sequences. However, this approach is more general and involves multivariate time series. The notion behind their approach is that, the high variability that some time series very often exhibit, may be explained by the existence of several different sources that affect different segments of this series. More specifically, the task is to find a proper way to segment a time series into k segments, each of which comes from one of h different sources (k >>h). This task is analogous to clustering the points of a time series in h clusters with the additional constraint that a cluster may change at most k-1 times. Gionis and Mannila provide three algorithms for solving this problem and they test them on synthetic and genome data.  In a recent paper, Fujimaki et al. [15] present a novel anomaly detection method for spacecrafts, based on Kernel Feature Space and directional distribution. Part of their work is to define an anomaly metric. Although this is an application-oriented method, the fact that it requires little a priori knowledge makes it potentially useful to other applications too.
Finally, Vlachos et al. [39] propose to represent a time series by applying discrete Fourier transformations and retain the k best Fourier coefficients instead of the first few ones. Although this paper is motivated by mining knowledge from the query logs of the MSN search engine, the proposed methods may be applied for time series data mining in general. 

5. Similarity Measures

The definition of novel similarity measures has been one of the most researched areas in the TSDM field. Generally, they are strongly related to the representation scheme applied to the original data. However, there are some similarity measures that appear frequently in the literature. Most of the researchers’ choices are based on the family of Lp norms, that include the Euclidean distance. Yi and Faloutsos [43] presented a novel and fast indexing scheme when the distance function is any of the arbitrary Lp norms (p = 1, 2, …, (). Another similarity measure that attracted a lot of attention, Dynamic Time Warping (DTW), comes from the speech recognition field [6]. The main advantage of this measure is that it allows acceleration-deceleration of a series along the time dimension (nonlinear alignments are possible), however it is computationally expensive. Therefore, there has been much research in order to improve the incurred performance. Probabilistic approaches (probabilistic generative modeling) to measuring similarity were also proposed [24] [16]. Here, similarity between two sequences S and S΄ is measured by calculating the likelihood that S΄ is generated from a model, which was constructed from S. Markov models have been constructed and experimented. Another family of distance measures, Longest Common Subsequence Measures (LCS), often used in speech recognition and text pattern matching. As an example of this approach, we refer to the work of Agrawal et al. [2] who define two sequences as similar when they have enough, non-overlapping, time-ordered pairs of subsequences that are similar. Gunopoulos and Das [18] provide a thorough tutorial on the above distance measures along with measures not mentioned here and other TSDM related issues. Keogh and Kasetty [22] performed two classification tasks implementing 11 different distance measures. A surprising result was that, under those specific settings of the experiments, Euclidean distance outperformed the others with respect to the error rates.

Recently, the research on similarity measures is focused, mainly, on defining or adjusting distance measures for multivariate time series and streaming data, as well as, on improving existing measures such as DTW. Yang and Shahabi [42] introduce a similarity measure for Multivariate Time Series (MTS) datasets, called Eros, used in k nearest neighbor (kNN) searches. Their proposed measure is based on Principal Component Analysis since it requires the extraction of the principal components and the associated eigenvalues from each MTS. Eros extends the Frobenius norm to measure the distance (weighted) between the two extracted matrices. Additionally, lower and upper bounds are obtained in order to satisfy triangle inequality. Li et al. [26] propose an algorithm for fast and efficient recognition of motions in multi-attribute continuous motion sequences. The main contribution of this paper is the definition of a similarity measure based on the analysis of Singular Value Decomposition (SVD) properties of similar multi-attribute motions.  The proposed measure deals with noise and takes into account the different rates and durations of each motion. The authors also propose a five-phase algorithm for handling segmentation and recognition in real-time.

Sakurai et al. [35] propose the Fast search method for dynamic Time Warping (FTW) that satisfies the following criteria: (a) it is fast, (b) it produces no false dismissals, (c) it does not pose any restriction on the series length and (d) it supports for any, as well as for no restriction on warping scope. Their approach is based on a new lower bounding distance measure. They represent the sequence with approximate segments, not necessary of equal length, and operate on them. Three segments, the lower bound, the upper bound, and the time interval, correspond to each one of these approximate segments. In order to fulfill all of the above criteria, they provide algorithms for dynamic programming and searching adjusted to the properties of this representation. Fu et al. [14] propose a new technique to query time series that incorporates global scaling and time warping. The argument is that most real world problems require the ability to handle both types of distortion simultaneously. The approach is to scale the sequence by a bounded scaling factor and also to find nearest neighbor or evaluate range query by applying time warping. The authors provide definitions and proofs of the necessary lower bounds. 

Furthermore, there is the expected contribution to defining similarity measures by papers that propose novel representation schemes, since these two tasks are interrelated to each other. For instance, some representation-specific measures are provided for the representations presented in [28] [30] [15].  

6. Conclusion
We provided an overview of the recent advances in the field of time series data mining of the last three years. The rapidly increasing generation of time series data necessitates the development of new techniques and tools to analyze them efficiently and accurately. New data mining methods and algorithms should be developed to perform on that type of data taken into consideration their special characteristics. Two important issues emerge in the application of data mining techniques: the transformation of the original data to reduce dimensionality and the definition of a distance measure to identify similar objects. This paper is mainly concentrated in the recent developments on these two issues.

There are three key observations. First, there is a trend to adjust existed techniques to data mining tasks performed on multivariate time series. The emerging need of data reduction leads the researchers in adopting well-known methods, such as principal component analysis, in their approaches. Second, the increasing demand of analyzing streaming data also results in modifying existing methods and providing new algorithms. Third, there has been a lot of work in exploiting TSDM techniques from diverse application areas. 

The fact that there has been a lot of research on the Time Series Data Mining field from several communities, besides computing science, suggests a closer, interdisciplinary cooperation. Future work will focus on broader literature review, covering advances from these communities, with the hope of bringing closer these research communities.
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