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Abstract

In this paper we present a first insight into the generation of complex ontology instances from scientific bibliographies like the one in PubMed/PubChem on a real biological domain: Polyamines and Histamine. There is evidence for the involvement of both in cancer and other inflammation- and/or angiogenesis-dependent diseases, but multiple questions concerning the molecular processes behind these effects still remain to be solved.

We address the problem of automatically generating ontology instances starting from a collection of PDF documents stored in a bibliographic database. We have developed a domain ontology which models and describes what we are searching for. The structure of the document is extracted in order to generate a mapping between the ontology and the document text. Using this mapping the ontology is populated with the extracted knowledge.

1. Introduction

The Semantic Web (SW) is intended to enrich the current Web by creating knowledge objects that allow both users and programs to better exploit the Web resources [1]. The cornerstone of the Semantic Web is the definition of an ontology that conceptualizes the knowledge within the resources of a particular domain [2]. Thus, the contents of the Web will be described in the future by means of a large collection of semantically tagged resources that must be reliable and meaningful. 

Nowadays most of the information on the Web consists of text documents with little or no structure at all, which makes their manual annotation impracticable [3].

In automatic document classification several methods have been proposed to automatically classify documents according to a given taxonomy of concepts (e.g. [4]). However, these methods require a large amount of training data, and they do not generate instances of the ontology. In the Information Extraction (IE) area, much work has been focused on recognizing predefined entities (e.g. dates, locations, names, etc.), as well as extracting relevant relations between them by using natural language processing. However, current IE systems are restricted to extracting flat and very simple relations, mainly to feed a relational database. Ontology relationships are more complex as they can involve nested concepts and they have associated inference rules.

For these reasons we address the problem of annotating texts according to an ontology as a mapping problem between text fragments and ontology subgraphs. As in IE systems, we also recognize named entities (e.g. protein names) that can be directly associated to ontology concepts. However, unlike IE systems, we do not use either syntactic or semantic analysis to extract the relations appearing in the text. As a result, we can extract complex instances efficiently and effectively. 
In this paper, we will apply this technique to extract instances from the biogenic amines domain and all the  related processes.
2. Generation of ontology instances

In this section we introduce the main formal aspects of the proposed extraction technique presented in [2]. We adopt the formal definition of ontology from [6]. This definition distinguishes between the conceptual schema of the ontology, which consists of a set of concepts and their relationships, and its associated resource descriptions, which are called instances. In our approach, we represent both parts as oriented graphs, over which the ontology inference rules are applied to extract and validate complex instances.

Table 1 presents the definitions of the concepts used when generating partial and complete instances from words and entities appearing within a text fragment.

	Definition
	Formal description
	Description

	Def. 1.
	      - The set of the ontology concepts C is the subset of nodes in N that are not pointed by any arc labeled as “instance_of”. 

       -The taxonomy of concepts C consists of the subgraph that only contains the is_a arcs. It defines a partial order over the elements of C, denoted with (C.

      -The relation signature is a function (: R ( C x C, which contains the subsets of arc labels that involve only concepts.  

      -The function dom: R ( C with dom(r) = (1(((r)) gives the domain of a relation r(R, whereas range: R ( C with range(r) =    (2(((r)) gives its range.

      -The function domC: C ( 2((( gives the domain of definition of a concept.

       -The function in order to express the proximity of two concepts c and c’  where dT(c, c’) and dR(c, c’) are the distances between the two concepts c and c’.
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	An ontology is a labeled oriented graph G = (N, A) where the set of nodes N contains both the concept names and the instance identifiers, and A is a set of labeled arcs between them representing their relationships.
Additionally, over the graph we introduce the following restrictions according to [6]:



	Def. 2.
	We denote with 
[image: image2.wmf]c

o

I

 an instance related to the object o of the class c or simply an instance, as the subgraph of the ontology that relates the node o with any other, and there exists an arc (o, instance_of, c) ( A. 
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	Notice that the arc (o, instance_of, c) is not included in the instance subgraph. An instance is empty if the object o only participates in the arc (o, instance_of, c), which is represented as the set {(o, *, *)}

	Def. 3.
	We call a specialization of the instance 
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	Basically, this definition says that an instance can be specialized by simply renaming the object with a name from the target class in all the instance triples that do not represent an overridden property.

	Def. 4.
	We call an abstraction of the instance 
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	Similarly to the previous definition, we can obtain an abstract instance by selecting all the triples whose relation name can be abstracted to a relation of the target class c’ and renaming accordingly the instance object.

	Def. 5:
	We call union of the instances 
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	Definitions 5-7 are necessary to define the unification and aggregation of simple instances into complex ones.

	Def. 6:
	We call difference of the instances 
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	Def. 7:
	We call symmetric difference of the instances 
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	Def. 8:
	We say that two instances 
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1. ((((o’, r, x), (o’, r, x’) ( 
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	Two instances are complementary if contradictions do not exist between the values of their similar relations.

	Def. 9:
	We say that two complementary instances 
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	Def. 10:
	We say that two instances, 
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Tabla 1. Definitions of the extraction method taken from [2]
Taking into account the definitions above, the system generates the set of instances that are associated to each text fragment as follows. Firstly, it constructs all the possible partial instances with the concept, entity and relation names that appear in the text fragment. Then it tries to unify partial instances, substituting them by the unified ones. Finally, instances are aggregated to form complex instances. The following algorithm sums up the process. Further details of this process are given in [2].
3. Generating Complex Ontology Instances from Scientific Bibliographics on the Domain of the Biogenic Amines

3.1 The Domain of the Biogenic Amines Metabolism
From a molecular point of view, Biology is an informational science with three major types of interconnected information: i) the structure of genes, along with the three-dimensional structures of proteins, ii) the molecular machines of life, and iii) biological systems with their emergent behaviour. Validation of new biocomputational tools for biological data mining and integration requires experience on a wide body of biological knowledge, which is essential: i) to select a proper and interesting problem,  ii) to build the underlying ontology, iii) to purge any automatic searching result, and to build new applications (i.e.: hypothesis and conclusions) on the obtained data. In this project, we have tried to accomplish all of the above mentioned requirements to build a tool for location of molecular information by text mining in both web pages and PDF documents. Our group combines experts in computer science and molecular biology, involved in interdisciplinary projects for the last 4 years. As a pilot topic for validation, we chose a module of the secondary metabolism of living cells "the biogenic amine metabolism".

Biogenic amines are derived from amino acids. Polyamines play a relevant regulatory role in macromolecular synthesis and cell proliferation rates [7-9]. On the other hand, histamine is a biogenic amine synthesized by the enzyme histidine decarboxylase (HDC) with a major role in immune response, inflammation, and other multiple physiological activities [10-11]. All together biogenic amines are involved in many of the most important and general diseases,  such as neurological disorders, cancer, and immune pathologies. Traditionally, histamine and polyamines have been the subject of much interest by many biomedical research groups without much communication among them. However, they share similar chemical and metabolic facts and physiopathological missions [8-11]. Nevertheless, multiple questions concerning the molecular processes behind these effects remain to be solved. This may be due to the great dispersion of available data in specialized literature of very different areas of biomedicine. For all of these reasons, this field seems to be worthy of selection as an interesting conceptual benchmark. In silico predictive models have been developed and published by the group at different levels that help to explain many of the previous experimental observations, giving rise to new findings and hypothesis [10,12,13]. Development of new text mining tools is essential for efficiency in the progression of these projects.

3.2 Domain Ontology 

Enzymes (mainly proteins) are the catalysts of the biological reactions that take part in any metabolic pathway. The half-life of a given enzyme is determined by the balance between its synthesis and degradation rates. Protein degradation involves many different mechanisms (proteinase activities) specific for each enzyme. Many of the regulatory mechanisms of amine metabolic pathways involved enzyme destruction after the biological mission of their respective amine has been carried out, as a mechanism to ensure an effective switch-off of the process. In addition, several amine-related enzymes are synthetized in an unactive form that needs to be cleavaged by proteinases to reach its active stage (processing /maturation). This is the case for mammalian histidine decarboxylase, a very unstable enzyme that requires a proteolytic mechanism for both maturation and regulation of its turnover. A lot of information on the enzyme degradation/processing mechanisms involved in amine metabolism has  been generated in different text formats. An important percentage of this information has been generated by collaborator groups and our own group, especially in the case of mammalian histidine decarboxylase [14-17]. This seems to be a good test bank for our pilot project on text mining. Thus, we adopted HDC as the pilot molecule to contrast our data mining efforts to develop an automatized searching tool on published pdfs and other document formats. Nevertheless, due to the highly consistent nature of protein metabolism, once the data mining process is validated on this enzyme, it could be easily scaled-up to any other enzyme, related or not to amine metabolism. This ontology has been developed in  OWL [18].
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Fig. 2. Ontology  

3.3 Benchmark

The benchmark has been chosen from an extensive pool of scientific works coming from a world-wide group of experts on degradation and maturation of histidine decarboxylase (HDC). In this benchmark 67 documents are compiled in PDF format and eight web pages, 50 percent of them conform with the pertinent information (highly-related to HDC degradation/maturation). Both collateral (related to other facts of histamine metabolism) and unrelated information which were included as controls,  are essential for a correct and accurate validation of both the analyzers and the ontology during this pilot experience. Document selection was done on the basis of the impact and availability of the publication source. Selected documents content dispersed (and in some cases contradictory) experimental results developed in the field of the molecular biology and biochemistry.  
	Text description and figure of instances

	<Sample id="004" source="22.pdf" section="Title and Abstract">

<P>Expression of 74-kDa histidine decarboxylase protein in a macrophage-like cell line RAW 264.7 and inhibition by dexamethasone</P>



	Total words
	Instances
	Correct Instances
	Failed Instances

	17
	5
	4
	1
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	<Sample id="010" source="9.pdf" section="2.1.1">

<P>

The human H1 receptor contains 486, 488 or 487 amino acids in rat, mouse and human respectively. It shares the typical features of GPCR, namely: seven transmembrane domains of 20­25 amino-acids predicted to form an a-helice that spans the plasma membrane and an extracellular NH2 terminal (polypeptide) domain with glycosylation site. It is encoded by a single exon gene located on the distal short arm of chromosome 3p25 in humans and chromosome 6 in mice. Histamine binds to aspartate residues in the transmembrane domain (motif) 3 of the receptor and to asparagine + lysine residues within the transmembrane domain 5. H1 receptors are involved in the pathological process of allergy such as allergenic rhinitis, conjunctivitis, atopic dermatitis, urticaria, asthma and anaphylaxis. In the lung, it mediates bronchoconstriction and increased vascular permeability. The H1R is expressed in numerous cell types, including airway and vascular smooth muscle cells, hepatocytes, chondrocytes, nerve cells, endothelial cells, neutrophils, monocytes, dendritic cells, as well as T and B lymphocytes, in which it mediates the various biological manifestations of allergic responses [3­5]. H1R is a Gaq/11-coupled protein (polypeptide)  with a very large third intracellular loop and a relatively short C-terminal (polypeptide)  tail (Fig. 1). The main signal induced by ligand binding is the activation of phospholipase C-generating inositol 1,4,5-triphosphate (Ins (1,4,5) P3) and 1,2-diacylglycerol leading to increased cytosolic (cellular lication) Ca2+ [4]. This rise in intra-cellular calcium levels seems to account for the various pharmacological activities promoted by the receptor, such as nitric oxide production, vasodilatation, liberation of arachidonic acid from phospholipids and increased cyclic AMP.H1R also activates NF kB through Gaq11 and Gbg upon agonist binding, while constitutive activation of NF kB occurs through Gbg only [6].

</P>



	Total words
	Instances
	Correct Instances
	Failed Instances

	283
	14
	10
	4
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Table 2.  Representation of total correct instances (orange diamond in figure) of text and the fails instances (gray diamond).

Concepts, links and instances were defined on the basis of scientific criteria without taking into account the precise benchmark-containing information or semantic style. One of the major difficulties detected throughout the work was the semantic dispersion in the expression of concepts and results in the biochemical information, which make the accurate definition of the concepts and instances for the mining difficult, and obliged to the establishment of an enriched list of synonyms. Working in this proving bank we obtain a set of results as shown in the examples in table 2.
The results indicate that concepts contained in the text are properly detected; although the system fails to detect the appropriate context, the results are not discouraging at all; however, further efforts will be necessary to restrict possibilities to establish long-distance relationships (with respect to the text position of the concepts) and to solve problems with ambiguity of the biological terms (for instance, in literature, H1 could mean location of a histidine residue at position 1 as well as the abbreviation for a histamine receptor sybtype). These changes would lead to increase the astringency of the search criteria, and consequently to the loss of some information, although accuracy should be improved
The extraction algorithm captures the main relationships between correctly detected entities, but it mainly fails in the correct identification of some basic entities. This is principally because we have used preliminary regular expressions to detect named entities instead of a good thesaurus. Another problem we identify is the correct tokenization of text fragments due to the large number of chemical formula and abbreviations that are included in biomedical texts. Future work must then focus on improving the most basic mechanisms for detecting named entities and concept boundaries in the texts. Finally, we have also noticed that the level of detail of the ontology also affects the quality of extracted instances. Thus, the more detailed the ontology is, the likelier and better are the relations found in text fragments. In this respect, much more work must be done to improve the details of the target ontology.
4. Conclusion

We have presented a pilot project on the generation of complex ontology instances in the very real (and thus hard) domain of the biogenic amines metabolism (BAM). An ontology which modelizes the discussion domain of the BAM has been developed in OWL. We have built a benchmark from the real bibliography of the BAM domain (extracted from several public domain bibliographic databases) and we are going to use this pilot experience to evaluate in a well-known controlled environment the quality of the results produced by our system. Firsts results are not absolutely discouraging but further work must be done in the description of the ontology.
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