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Abstract

WCDMA networks are characterized by a single frequency reuse pattern along with the adaptation of almost orthogonal CDMA coding scheme. Due to these facts the intra-system interference is considered as the main limiting  factor for the performance of WCDMA networks. Interference statistics determine power consumption per user and thus sets network performance limits in terms of network capacity and coverage. 
The paper aims to develop a numerical statistical model that is going to perform power consumption calculations on the downlink direction of WCDMA networks. Taking into account the stochastic characteristics of power consumption along with several system settings the proposed model calculates the average and the standard deviation value of downlink power consumption.The results obtained from the above mentioned statistical model provide useful information that can be used in order to interpret network performance under different radio propagation conditions and different system settings.

1. Introduction 

For both narrowband (IS-95) and 3G wideband cellular networks (WCDMA, cdma2000),Code Division Multiple Access (CDMA) has been the choice for implementing multiple access [1]-[4]. The CDMA nature of the 3G networks makes intra-system interference the main limiting factor in terms of network capacity and coverage [5]-[7]. 

Due to the asymmetric nature of data connections, the downlink direction of WCDMA networks is expected to suffer more from the above mentioned limits [8]. Interference, in the downlink direction, arises from signals transmitted from own or neighbor Base Stations (BSs) to other users in the same or neighbor cells, respectively. Minimum Signal to Interference ratio (SIR) for each end user service type impose increase on BS’s transmitted power, each time SIR is being degraded below acceptable limits. This kind of power consumption increase may elevate SIR for a single user connection but at the same time increases the interference to the rest of users. From their side a power consumption increase might be required and thus a closed loop situation can be created leading to total rise of the network power consumption up to maximum network capacity level. Actually this kind of scenario proves the soft nature of capacity in WCDMA networks and reveals the crucial role of power consumption on both user coverage and total network capacity. [8]-[13].
Due to shadowing effect on both user signal and interference signals, power consumption requirements exhibits stochastic characteri-stics. From this point of view it is extremely interesting to investigate the random attributes of power consumption, i.e. at least average value and standard deviation. Furthermore, calculation of the above mentioned attributes for different network scenarios is offering sufficient data in order to evaluate certain network settings e.g. handover algorithm settings. 

The investigation of the power consumption statistics in the present paper is organized as follows: Section 2 provides a radio propagation model, which is used in Section 3 in order to express both intra and inter-cell interference, Next, Section 4 presents expressions of SIR  for the downlink direction while Section 5 presents downlink power consumption expressions assuming that a minimum SIR can be always provided. Sections 6 and 7 describe the implementation of cell selection and handover algorithms. Section 8 incorporates the results given in previous sections demonstrating a numerical statistical model for downlink power consumption evaluation. Section 9 describes the flowchart of the main matlab code on which the model has been built and finally Section 10 presents the numerical results.   
2. Radio Propagation   Model

The theoretical propagation model that will be employed provides the estimation of both signal’s and interference’s strength for a certain position within cell and under given radio propagation conditions. The adopted model assumes a large scale propagation scheme that takes into account path losses as the αth power of the distance and shadowing losses as a log-normal component. [12] [13]. Small scale fading is omitted assuming that the WCDMA RAKE receiver is capable to compensate such kind of phenomena.

Assuming that the Base Station (BS) is at the center of a hexagon cell and the Mobile Station (MS) is located at a distance r from the BS (figure 1), the signal power Pr received from the MS can be calculated as:
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Figure 1: Location of a Mobile Station in a hexagon cell

where:

· r is the distance between the MS and its serving BS.

· α is the rate of signal’s attenuation along the propagation path. It is called path loss factor and its typical value in cellular networks lies between 3 and 5.

· ζ represents the effect of shadowing loss. It is a random variable that follows a Gaussian distribution, with zero mean value and a standard deviation σ, when it is expressed in dB. (figure 2)                                   

        
[image: image3.emf]σ1

σ2

pdf

J 0

σ2<σ1

amplification

losses


Figure 2: Shadowing Loss Gaussian distribution 

The probability density function (pdf) of shadowing losses ζ, when they are expressed in dB, is given by the well known Gaussian pdf:
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When the MS receives signals from various Base Stations (BSi), shadowing losses between the UE and each BS are expected to be correlated due to the MS’s common close environment. Taking into account the former comment the random variables ζi (for each BSi) can be described with the following expression [8], [13]:
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where:

· 
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 represents a part of shadowing loss that is common for all the Base Stations (BSi) and from this point of view corresponds to the common close environment of the UE.

· bξi represents a part of shadowing loss that differentiates with respect to the BS and from this point of view corresponds to the different close environment of each BS.

The above mentioned constants a and b, fulfill the relationship 
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 follow the Gaussian distribution with zero mean value and standard deviation σ, while 
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 are statistical independent. [8], [13]
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Figure 3: The effect of shadowing phenomenon from various BS 

According to the previous definitions and equations, the following relationships apply to the radio propagation model under examination:

Mean value:  
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3.   Downlink Interference Analysis

The cell structure for the interference scenario under study considers a WCDMA network with 19 co-channel cells distributed as a hexagonal grid. This structure comprises the cell of interest (cell 1) with two tiers of cells around (cell 2-7 and cell 8-19). Figure 4 illustrates the 19 co-channel cells with a numbering scheme starting from 1 to 19, where the cell of interest is indicated by the number 1 (BS1) [8].
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Figure 4: WCDMA system scenario with 19 co-channel cells (two tiers) distributed as a hexagonal grid 

Let’s assume a User Equipment (UE) located in the cell 1 at the position
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 as illustrated in figure 5. Interference in the downlink direction can be divided into two categories:  intra-cell interference and inter-cell interference. Intra cell interference is caused from signals of the serving BS towards other users in the same cell while inter-cell interference is caused from signals transmitted from the neighbour BSis. 

In the following subsections the analysis of both types of interference will conclude to calculation formulas that may be used to estimate the interference level experienced by the UE in WCDMA networks.
3.1 Intra – Cell Interference

The intra-cell interference appears due to signals transmitted from the serving BS towards the other users in the same cell. WCDMA adopts semi-orthogonal codes in order to separate the users in the same cell and because of this choice signals transmitted from the BS to the other users contribute to the total interference experienced by the UE [8], [11]. At this point it should be also mentioned that the semi-orthogonal relation between the coded data-streams it is also influenced by the multi-path propagation conditions. Therefore, UE receives the combination of all currently transmitted signals by the base station, from which extracts partly its own signal and also a small portion of signal power addressed to other users.
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Figure 5: Intra-cell interference and inter-cell interference
 According to the above mentioned description downlink intra-cell interference Iintra-cell, can be expressed with the following equation [8]:
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where:

· 
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 is the total transmitted power of  base station BS1  (for all users).

· 
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is the transmitted power of BS1 that is allocated only for the UE of interest..
· u is the downlink orthogonal code factor (u <1). It indicates the semi-orthogonal relation between the downlink codes. Obviously when u=1 the orthogonality is considered perfect.

· 
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  is the UE position (location) within the cell as it is illustrated in figure 5.
· ζ1  is the shadowing loss between BS1 and UE.
3.2 Inter – Cell Interference

Inter – Cell Interference is the type of interference that is caused by the transmitted signals from all neighbour BSs towards all users in the corresponding cells. Since the cell structure considers a WCDMA system with 19 co-channel cells distributed as a hexagonal grid and having in mind that around the cell of interest there are  two tiers of cells, the inter-cell interference Iinter-cell, can be expressed with the following equation:
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where:

· 
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  is the total transmitted power from each BSi.

· ri is the distance between the UE and each BSi.

· 
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  is shadowing loss between the UE and each BSi.
The variable distances 
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where as it is shown in figure 6

· R is the cell radius.
· 
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 is the distance between the UE and the BS of the own cell and varies from 0 to 
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 varies from 0° to 360°.
Due to the symmetry that is imposed by the cell’s hexagonal shape (figure 6), all calculations will be limited for locations of the UE within a cell sector e.g. the shadowing area, which can be determined by 
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 values between 0° and +30° and r1 values between  0 and 
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Figure 6: Cell’s Hexagonal Shape 
Finally, it should be noted that equation (3.2) is accurate only when the UE maintains a Hard Handover connection (i.e. connected only with BS1). In case of a Soft Handover connection, where a base station BSi participates in the UE’s network connection, then the total transmitted power 
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. Assuming that PSi<<PTi throughout all the following calculations, this correction is considered negligible and will be omitted for simplicity reasons. Therefore, in all cases the approximation 
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 will be applied.
4. Downlink Signal to Interference Ratio (SIR) 

Depending on the decision of the soft handover algorithm the UE may be either in a Hard or in a Soft Handover connection. In the latter case, the UE receives additional signals from more than one Base station (BSi where i≠1) except the own BS (BS1). In such case the RAKE receiver is taking advantage of this special kind of multi-path propagation by co-phasing and summing the signals from all involved base stations. The SIR at the output of the RAKE receiver will be the summation of the SIRs from each BSi that participate in the soft handover connection [10]. 

In the subsequent sections the SIR expressed as Energy per Bit to Interference Ratio (
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) will be calculated for hard handover, 2 way soft handover and 3 way soft handover conditions. 

4.1 SIR under Hard Handover Conditions

Supposing that the UE is located within cell 1 at 
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 position and communicates only with its serving BS1  (figure 5), the Energy per Bit to Interference Ratio,
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 is calculated as follows [8]:
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where W is chip rate on the WCDMA air interface (W=3.84 Mchip/s), R is the data rate of service and V is the activity factor of the service
Since the shadowing losses ζi, ζ1 are correlated, according to equation (4.3), the difference between them is actually equal to ζi-ζ1= b(ξi-ξ1). By replacing the latter expression in the above mentioned formula the following equation is obtained:
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where
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4.2 SIR under 2 way Soft Handover Conditions

Under 2 way soft handover conditions, the UE communicates exclusively and simultaneously with two base stations e.g. BS1 and BSk receiving simultaneously two data-streams. Figure 7 illustrates the most probable 2 way soft handover scenario, where a UE located within cell 1, at 
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 position, communicates with the serving BS1 and the nearest neighbor BS2. Obviously, the possible 2 way soft handover scenarios include all possible combinations of BS1 and BSk (k=2, 3, …19).
In the general case we can consider that the two signals, transmitted from BS1 and BSk respectively, are co-phased and combined by the RAKE receiver, resulting to Energy per Bit to Interference Ratio,
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which can be expressed as follows[10]:
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 represents the bit energy-to-interference power ratio for the BS1 link and it is given directly by equation (4.1). 
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is the bit energy-to-interference power ratio for the BSk link and it is given by equation (4.1) after some substitutions: a)
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, respectively, and b) the summation of the intra-cell interference signals should exclude the BSk signal instead of BS1 signal.
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Figure 7: 2 way Soft Handover scenario
According to the previously made comments, equation (4.2) can be expressed in the following form:
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where C2,i =
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4.3 SIR under 3 way Soft Handover Conditions

Under 3 way soft handover conditions the UE communicates exclusively and simultaneously with three base stations e.g. BS1, BSk and 
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, receiving simultaneously three data-streams. Figure 5 illustrates the most probable 3 way soft handover scenario, where a UE located within cell 1, at 
[image: image64.wmf]11

,

r

J

 position, communicates with the serving BS1 and the two nearest neighbor BSs i.e. BS2 and BS3. Obviously, the 3 way soft handover scenarios include all possible combinations of BS1, BSk (k=2, 3, …19) and 
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=2, 3, …19). Likewise in the 2 way handover the bit energy-to-interference power ratio 
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As it was explained in the 2 way soft handover scenario, 
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 denote the bit energy-to-interference power ratio for the BS1 and BSk link, respectively, and their expressions are given in equations (4.1) and (4.3). 
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 denotes the bit energy-to-interference power ratio for the 
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, respectively, and b) the summation of the intra-cell interference signals should exclude the 
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 signal instead of BS1 signal. 

According to the previously made comments, equation (4.4) can be expressed in the following form:
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where 
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5. Downlink Power Consumption with Perfect Power Control

The objective of this section is to provide expressions that may be used to calculate downlink power consumption per UE in a single BS. The power consumed depends on the interference level and the desired SIR. The exact calculation of the power consumption requires knowledge of the target Energy per Bit to Interference Ratio [Eb/Io]t and an estimation of the interference level. [Eb/Io]t value depends on the type of service and can be determined from the specifications, while the estimation of the interference level can be accomplished using the results from the analysis of section 4. 

The power consumption expressions, under discussion, concern a UE that is located on cell 1 and maintains a single logical network connection under: a) under Hard Handover conditions i.e. having a single physical link to BS1, b) 2-way Soft Handover conditions i.e. having two physical links to BS1 and BSk and c) under 3-way Soft Handover conditions i.e. having three physical links to BS1, BSk and 
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. The subsequent calculations will be based on the equations (4.1), (4.3) and (4.5) along with the following assumptions:

· The transmitted power 
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 from each base station (BSi) is at the same level. In other words we consider that the number and the distribution of the subscribers in each cell as well theirs service preferences and choices, are identical. Under these conditions we can assume that:
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· In the case of a Soft Handover connection, the transmitted power (
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 ) from each involved base station (BSi,) follows a balanced power allocation scheme [8]. Thus:

             
[image: image86.wmf]S

i

S

P

P

=

                           (5.2)

· The power control algorithm is considered perfect, in a sense that operates exactly in a “no more, no less” scheme. The transmitted power is “no more, no less” than the power required to ensure the desirable Energy per Bit to Interference Target Ratio [Eb/Io]t. In fact we consider a perfect power control algorithm that is capable to compensate accurately and directly any possible signal fading. Under these conditions 
[image: image87.wmf][

]

o

b

I

E

 in equations (4.1), (4.3) and (4.5) can be replaced by the fixed value
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5.1 Hard Handover Scenario with Perfect Power Control

According to the previous assumptions, the equation (4.1) can be solved with respect to
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or equivalently 
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where β1 is the fraction of the total transmitted power from BS1 that is allocated for UE:
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                                                                  (5.5)

5.2 Two way Soft Handover Scenario with Perfect Power Control

In a similar way, equation (4.3) can be solved with respect to
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or equivalently: 

                           
[image: image105.wmf]T

k

,

S

P

P

1

1

b

=

                (5.7)

where β1,k is the fraction of the total transmitted power from BS1 that is allocated for UE:     


[image: image106.wmf]1

1

19

10

1

2

1

110

i

b

,k

b()

o

t

,i

i

E

VR

WI

(u)C

xx

b

-

=

é

ê

éù

ê

=+

êú

ê

ëû

-+

ê

ë

å


 
[image: image107.wmf]1

19

10

1

1

110

ik

b()

k,i

i

ik

(u)C

xx

-

-

=

¹

ù

ú

ú

+

ú

ú

-+

ú

ú

û

å

        (5.8)

5.3 Three way Soft Handover Scenario with Perfect Power Control

Equation (4.5) can be solved with respect to
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or equivalently: 
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where 
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 is the fraction of the total transmitted power from BS1 that is allocated for UE:     
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6. Cell Selection Algorithm Implementation

The cell selection algorithm is responsible to choose the cell on which the UE is going to camp. The comparison of the signal strength received from the base stations (BSs) of the candidate cells is the typical criterion that is used in order to perform a choice. Obviously, the cell that provides the best signal is the one on which the UE camps. This section aims to provide formulas that describe the conditions under which a cell becomes the camping cell for the UE. 

The scenario that is going to be investigated through the following lines is the one in which the UE has chosen a cell 1 as his own one i.e. as the one from which he is receiving the best signal. If this is valid then the signal’s strength from BS1 should be greater or at least equal to the one received from any other monitored BS e.g. BSj. According to the radio propagation model of section 2), the former condition can be written as follows :
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where r1 and rj are the distances of the UE from BS1 and BSj, respectively, C1,i  denotes the following ratio:
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and ζ1, ζj are the random values of the shadowing loss (in dB) that corresponds to BS1 and BSj, respectively.
Condition (6.1) can be expressed in a more compact form:
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(5.2)
where R1,j represents the following expression:
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In fact the condition (6.2) represents an ideal scenario, where the cell selection is choosing always and at any time the best cell. This approach omits the reasonable imperfections of the algorithm and furthermore does not give any space to a cell selection hysteresis in order to avoid ping pong phenomena. 

The introduction of a cell selection threshold in equation (6.1) or (6.2.) can serve as an algorithm imperfection indicator and thus can imitate real algorithm imperfections or even hysteresis mechanisms:
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where cst denotes the following ratio:
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Concluding the section it should be stated that equation (6.5) describes the conditions under which a UE belong to cell 1. When the cst parameter takes a zero value then a perfect cell selection scheme is assumed, otherwise an imperfect cell selection scheme applies. 

7. Handover Algorithm  

 Implementation

WCDMA handover algorithm is based on the signal measurements from the monitored neighbor BSs. This section aims to define a set of equations that will represent the specific condition under which WCDMA handover is triggered. 

After initial cell selection the handover process maintains the continuous network connection of the UE. In particular, the RNC guides the UE with the transmission of a monitored list indicating the neighbor cells for signal measurements. According to these measurements handover may be initiated and a cell from the monitored list may be added to the so called Active Set. 

At the beginning of the above mentioned process, just after the initial cell selection, the Active Set of the UE includes only one cell i.e. the one selected by the cell selection algorithm. If the signal of a monitored BS exceeds a certain threshold (soft handover threshold) and the Active Set size is greater than one (AS(1), then this BS will be added in the active set list i.e. a soft handover link is established. The rest of the BSs, whose signals do not exceed the soft handover threshold, will remain in a candidate position. If the Active set list has space for more links then additional soft handover links may be added. In the following lines all the possible handover scenarios are going to be analyzed and specific conditions for each scenario are going to be provided.

Hard Handover Scenario

When AS=1, according to the above description, the soft handover is not allowed. Throughout this paper this case is termed as Hard Handover scenario. When this scenario applies the handover is considered hard because when it is executed the old link is dropped (released) from the Active Set and the new is added (established). Actually, the hard handover triggering condition occurs when the cell selection condition (6.4) fails.

When AS(2 the soft handover is allowed but is not performed as long as the signals of the monitored BSs do not exceed soft handover threshold. Obviously, this case is also a hard handover case.

Both above mentioned cases should fulfill the following condition:
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where sht corresponds to the soft handover threshold:
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and index j is the identifier of any neighbor cell that belongs to the monitored set. 

2 way Soft Handover Scenario

When soft handover is supported and the signal from one BS, for example BSK, exceeds the soft handover threshold, then a 2 way soft handover scenario occurs. In this case the UE maintains connection with two base stations i.e. the existing one with the own BS1 and a new one with the BSK. When the signal of BSK exceeds the soft handover threshold the following condition should apply:
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As it has been stated before the examined scenarios assume that the UE’s own cell is cell 1. Due to this assumption an upper limit should be also set on the strength of BSK’s signal, otherwise the UE will camp to BSK. This requirement can be expressed as follows:.
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In other words equations (7.2) and (7.3) set an upper and low limit, respectively, for BSK’s signal. 

When a 2 way soft handover case occurs and AS>2, then the signals from the remaining cells in the monitoring set should fulfill the following condition:
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where the cell j belongs to the Monitored Set but its signal does not exceed the threshold in order to accomplish a soft handover connection.

At this point it should be mentioned that in the case where AS=2, equation (7.2) and (7.3) apply for the “best” candidate BS from the monitored cell, e.g. BSK, but equation (7.4) does not necessarily apply to the remaining cells.

When a cell does not belong to the monitored set no restriction applies to the signal strength. Nevertheless, in this paper an efficient cell planning is assumed and thus it is assumed than non monitored cells can not exceed the cell selection limit. This condition can be expressed with the following equation:
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where i represent all cells which does not belong to the Monitored Set and thus can not participate in soft handover connections, regardless of theirs signal’s strength.

Obviously, equation (7.3) is identical with (6.4) and thus the following condition is valid:
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Equation (7.2) also corresponds to condition (6.4), but in reverse order, thus the following condition is valid:
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Equation (7.4) corresponds to (7.2) and (7.7), but also in reverse order. Thus, the following condition holds:
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where 
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Finally, equation (7.5) corresponds to (6.4), thus the following condition applies:
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3 way Soft Handover Scenario

A 3 way soft handover scenario may occur only if AS(3. In such a case, apart from the own BS1 two more BSs, e.g. BSK and 
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may participate in a 3 way soft handover connection. When this scenario occurs the conditions that should hold are the following ones:

(a) Cell K should fulfill conditions (7.6)-(7.7) and 
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 the conditions that can be derived from (7.6)-(7.7) if index K replaced by index 
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(b) Cells j which are being monitored but their signal does not exceed the soft handover threshold should fulfill condition (7.8):
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(c) Cells i which are not being monitored (
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), fulfill condition (7.9)
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Concluding this section, a schematic illustration of the above mentioned conditions is given in figure 8. The left diagram represents the range of signal strength (in Watts) along with the corresponding RRM decisions. The right diagram is identical but this time the range values denote the shadowing loss values in dBs.
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Figure 8: Graphical representation of cell selection and handover thresholds
8. Statistical Model for Downlink Performance Evaluation

In this section the statistical model that has been developed to facilitate downlink performance evaluation is presented. As it has been already mentioned the performance evaluation is based on two statistical attributes i.e. average and standard deviation value of power consumption. 

The model under examination is mainly taking into account the AS size and the cell selection-handover RRM functions along with the random radio propagation conditions. Actually, the random nature of the propagation conditions corresponds to the random nature of shadowing loss (see radio propagation model in section 2). Thus, in what follows only the shadowing loss ζ is going to be mentioned.

In all cases, i.e. for all possible values of ζ, the UE is considered to camp in the cell of BS1. This means that for all possible statistical samples of ζ (set Ω() only those that allow UE to camp in BS1 are examined (subset Ω). Actually this type of condition corresponds to the cell selection conditions examined in section 6. In addition, subset Ω may be further divided into the following subsets:

· Subset Ω1 which denotes the hard handover cases i.e. a single network connection with BS1.
· Subsets Ω1K which denote all possible 2 way soft handover cases i.e. two network physical links through BS1 and BSK. Index K represents all cells that belong to the given Monitored Set.
· Subsets 
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 which denote all possible 3 way soft handover cases i.e. three network physical links through BS1, BSK and 
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. The pair of indexes (k,
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) represents all possible cell pairs that they belong to the given Monitored Set.
At this point it should be mentioned that depending on the AS size the above subsets may exist or not. In this project the AS size ranges from 1 to 3, as typically happens, and thus the following statements are true:

· when AS=1 then 
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According to the above mentioned comments the statistical measures that are going to be calculated are conditional ones. Therefore, the average power consumption under condition
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, i.e.  when AS=3, can be expressed as follows:
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Next, the standard deviation of power consumption may be written, according to the above scheme, as:


[image: image174.wmf]222

[]{[]}

sbb

=E-E=



[image: image175.wmf]22

11111

1

[]()[]

()

()()()

kkk

k

bxbx

EÎWRWEÎW

RW

×++

RWRWRW

å
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where
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and

· 
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 denotes a vector with the independent part of shadowing loss from each considered BS i.e. 
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 denotes the probability to belong in cell 1

· 
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denotes the probability of having a 3 way soft handover connection with BS1, BSK and 
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·   E[β1| ξ ( Ω1]denotes the average power  consumption under the condition of having a hard handover connection with BS1
· Ε[β1K| ξ ( Ω1Κ] 
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When the AS=2 then equation (8.1)-(8.3) are modified by omitting the terms with indexes (K, 
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). If AS=1 then all terms having either index K or (K, 
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) should be also omitted.

9. Numerical Statistical Model for Downlink Performance Evaluation

The numerical statistical model that has been developed is running on Matlab platform. The starting point for this model is the employment of a Random Generator that can offer Shadowing Loss Samples. The Matlab function library offers a suitable random generator which can be determined to follow a specific pdf. According to the used propagation model the random generator is offering random samples of shadowing loss that they do follow a Gaussian distribution with zero mean value and a standard deviation σ. 

When the Random Generator produces these shadowing loss samples, the Cell Selection Algorithm checks whether the given samples allow UE to camp in Cell 1 (see equation 6.4). A long as they do, the Handover Algorithm checks whether the given samples correspond to a hard handover, 2 way or 3 way soft handover case (see equations in section 7). After the decision for the kind of handover, the calculation of the power consumption is performed using the appropriate equation from section 5 (see equations (5.3), (5.6) and (5.9)). 

After calculating enough, from a statistical point of view, power consumption samples for all possible cases, then the Matlab inbuilt functions is called to calculate the mean value and the standard deviation of each set of samples. Next, using equations from section 8 the conditional average and standard deviation value of power consumption can be derived.

The flowchart of the main matlab code is illustrated in figure 9. The main parts that constitute this flow chart are the following:

· Input Data 

· Distance Calculation

· Random Generator for Shadowing Loss

· Cell Selection Algorithm

· Handover Algorithm

· Power Consumption Calculation

· Statistical Results
In order to ensure the accuracy of the numerical results, the matlab code is running multiple times until a stabilized statistical value results. 
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Figure 9: Flow chart of the main matlab code
Depending on the case (i.e. radio propagation conditions and soft handover threshold) the number of samples gathered for each case was increased gradually (from 1000 to 8000 samples) until the results converge to a stable value. Accuracy at least up to the fourth decimal digit was achieved for all given results
10.  Numerical Results 

In this section the numerical results provided by the previously mentioned statistical model are given in the form of figures that depict the average and the standard deviation value of power consumption. Three general cases, regarding the AS size, are examined i.e. AS=1, 2 and 3.

The common attributes among the three cases are listed below:

· Service Profile: as an example the case of a speech service is examined with the following typical attributes
(a) Data Rate of 12.2 Kbps

(b) SIR target ratio of 4.4 dB

(c) Activity factor equal to 0.5

· Radio Propagation Conditions: the radio propagation conditions were examined with a path loss factor a=3 or 5 and a standard deviation of shadowing loss σ=6 or 12 dB. The values were picked in order to examine a mix of extremely good or bad radio propagation conditions

· System Settings: for each of the system settings this model incorporates the following values that are given as:


Chip Rate is the standard WCDMA chip rate at 3.84 Mcps  

Cell Selection Algorithm Threshold: A slightly imperfect cell selection scheme is employed with a hysteresis indicated by the parameter cst=1 dB


Handover Algorithm Threshold: two soft handover thresholds are used through parameter sht=1 or 3 dB. The former represents a strict soft handover choice while the latter a loose one. 


Monitored Set: In all cases the monitored consists of the 1 tier of cells (see figure 4)

In particular, the average power consumption for AS=1(HHO), 2 and 3 way soft handover (2 and 3way SHO) is illustrated in figures 10-13. Each of these figures corresponds to different radio propagation conditions. In figures 14-17 the standard deviation results are illustrated. All figures have been produced for sht=1 dB and θ=30ο. 
Figures 10-13 show that the soft handover option (AS>1) is reducing the average power consumption in all cases. When the loss path factor is taking high values e.g. α=5 this improvement is reduced. When AS=2 results are compared with the AS=3 ones, it appears that the AS=3 is clearly beneficial only in the case where the radio propagation conditions are characterized by values α=3, σ=12. In addition, the benefits of the AS size increase are reduced as the UE moves away from the cell border.

Figures 14-17 show that the soft handover option (AS>1) is reducing the standard deviation of power consumption. In contrast with what was observed in average values the improvement in standard deviation is reduced when the path loss factor is taking low values e.g. α=3. When AS=2 results are compared with the AS=3 ones, it appears that the AS=3 is clearly beneficial only when radio propagation conditions are taking values α=3, σ=12. 
11. Conclusions

In the present paper a numerical statistical model has been developed in order to perform power consumption calculations on the downlink direction of WCDMA networks. The results obtained from the above mentioned statistical model provides useful information that can be used in order to interpret network behavior under different radio propagation conditions and different system settings.

The main results that have been derived are outlined below:

· As far as it concerns the radio propagation conditions it has been proved that the scenario with path loss factor α=3 and standard deviation of shadowing loss σ=12 is the worst case scenario. This result is rather reasonable because exactly at these conditions the interference level is allowed to increase excessively.
· Soft handover is also reducing the standard deviation of the power consumption leading to significantly lower shadow fading margin. From this point of view, it improves the link budget. In this case the benefits of the soft handover are more obvious in environments appearing a path loss factor α=3 and standard deviation σ=6.
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Figure 10:  Average Power Consumption β1   
                    versus distance (α=3, σ=6)                   
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   Figure 11:  Average Power Consumption β1

                       versus distance (α=3, σ=12)
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   Figure 12:  Average Power Consumption β1   
                   versus distance (α=5, σ=6)                   
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   Figure 13:  Average Power Consumption β1

                      versus distance (α=3, σ=12)
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   Figure 14: Standard Deviation of Power  
         Consumption v. distance (α= 3,σ=6)
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     Figure 15: Standard Deviation of Power

        Consumption v. distance (α=3,σ=12)                                                      
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        Figure 16: Standard Deviation of Power  
          Consumption v. distance (α=5,σ=6)
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      Figure 17: Standard Deviation of Power

        Consumption v. distance (α=5,σ=12)

· The Active Set size increase from AS=2 to AS=3 is always beneficial in terms of reducing both average power consumption and its standard deviation. Nevertheless, the reduction is significant only in the worst case scenario (α=3, σ=12).
The urge of identifying cases where the soft handover is significantly improving the link level performance results from the fact that soft handover might introduce drawbacks on the network level performance e.g. reduction of capacity [8], [9]. This kind of remark it should be kept in mind because even if the benefits are obvious on the link level they may disappear on the network level.
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