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Abstract : 
To sidestep the problem of low penetration of multicast and QoS enabling mechanisms in IP networks, overlay network techniques are used that avoid undue duplication of streaming flows while transcoding or scalable encoding can be used for graceful adaptation of the stream to the capabilities of access systems. The idea described in this paper is based on a flexible network independent platform which can be easily deployed through the use of personal computers. It employs overlay network solutions for setting up the media distribution scheme, independently from the underlying network. It incorporates mechanisms for dynamic setup and discovery of nodes, adaptability to network conditions and self- configuration, without the involvement of the users. The design and implementation of the Relay Modules, an essential element in such an architecture, is outlined. It can be deployed at low powered end systems, simple PCs or even in PDAs and successful tests have been carried out demonstrating that this implementation can be easily and transparently deployed on top of any underlying network.
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1 Introduction

Multimedia communications and especially media streaming have been witnessing an increasing popularity over the past years. The explosive growth of real-time video distribution is partially attributed to the Internet. However, real-time content delivery has increased bandwidth demands, as well as requirements for minimum jitter in order to enhance user perceived quality, which are not yet supported by current internet infrastructures and protocols. 

On the other hand, best-effort Internet was not actually designed for supporting qualitative data delivery that is required by video applications. Therefore, in order to exploit this powerful and ubiquitous communication platform, effective mechanisms should be introduced for overcoming its inherent limitations. Though multipoint communications constitute a promising enabler of future multimedia experiences, they pose some fundamental problems in computer networks. When an application targets a large number of receivers, the major issue that has to be tackled is the efficient propagation of data to the end-points without overloading the network infrastructure with duplicate packets targeting nodes on the same physical path. It is evident that in case of media rich content the bandwidth consumption is high and as the receiver population increases the system cannot scale well. Two approaches exist in multipoint communication: IP Multicast delivery and the construction of overlay networks on top of the underlying unicast network. In this paper, an architecture for flexible streaming of multimedia content is given, following the second approach. The rest of the paper is organized as follows: Section 2 focuses on the necessity and motivation for overlay network solutions in media streaming. Section 3 gives an overview of the most successful commercial solutions, before continuing with the presentation of the architecture that is given in section 4. The paper concludes with the corresponding conclusions section 5. 

2 The need for overlay solutions

IP Multicast was proposed as an extension to the Internet architecture to support efficient multi-point packet delivery at the network level. With the use of IP Multicast, a single packet transmitted from a specific source is delivered to an arbitrary number of receivers by replicating the packet within the network at fan-out points (routers) along a distribution tree rooted at the traffic’s source. Although IP Multicast uses the resources of the network quite efficiently, its deployment has been slowed by issues related to scalable inter-domain routing protocols, charging models, robust congestion control schemes [1]. Hence, the existing multicast model targets mainly in supporting the communication needs of large groups and is usually limited within areas covered by the same provider [2].

Therefore, the need for solutions that will succeed in transmitting the same data to multiple users overcoming all these problems is evident. Because of the problems encountered during the deployment of a network-level multicast service, many recent research proposals have agreed on an application-layer multicast, describing solutions for such a service and its applications [3]
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 \* MERGEFORMAT [5]. This methodology results to a virtual layer built above the network infrastructure and each of its edges corresponds to a unicast path between two end systems in the underlying internet. 

The general idea in application-layer multicast is that applications are self-organized into a logical overlay network, and transfer data along the edges of the overlay network using unicast transport services. The overlay network is built as a graph with properties so that spanning trees can be easily embedded without the need for a routing protocol. Application-layer multicast has a number of appealing features:

· There is no requirement for multicast at the network layer infrastructure or allocation of a global group identifier (such as the IP multicast address). 

· Since packets are flowing over the virtual layer via unicast, flow control, congestion control, and reliable delivery services available for unicast transmission can be exploited.

· Adaptability: the overlay network can be dynamically optimized.

· Robustness: increased control and adaptable nature make the overlay network more robust.

· Customization: the design and construction criteria of overlay network can be based on the requirements of the application.

However, application layer multicast has some significant drawbacks. Since data is forwarded between end-systems, end-to-end latencies can be large. In addition, if multiple edges of the overlay architecture are mapped to the same network link, multiple copies of the same data may be transmitted over this link, resulting in an inefficient use of bandwidth [4]. Thus, important performance metrics for overlay network topologies deploying application-layer multicast should be applied in order to reduce end-to-end latencies and to optimize bandwidth allocation.

3 Media streaming

In order to support media streaming, several solutions have been developed, others following media standards, while others use proprietary encoding schemes. Following, the commercial solutions that are predominantly used in the internet are presented in brief. A more detailed analysis is provided in [6].

· Apple’s QuickTime Streaming Server. Apple’s [7] media streaming solution consists of the Quick Time Streaming Server (QTSS) and QuickTime Player. The QTSS supports live broadcasting and end-to-end on demand streaming in QuickTime media and MPEG-4 format, complying with the open standards RTP/RTSP [8]. 

· Microsoft Windows Media Services. Microsoft has also developed an end-to-end solution for media content delivery [9], the Windows Media Server, which supports Intelligent Streaming with Multiple bit-rate encoding which enables the client’s player to receive dynamically the video stream in various bit-rates depending on the available bandwidth of the client-server connection. The transport protocol used is Microsoft’s proprietary MMS, but RTP/RTSP is also supported. 

· RealNetworks’ Helix Universal Server. RealNetwork provides Helix Universal Server [10]. Helix Universal Server supports live and on-demand video streaming using RTP/RTSP (ISO standardized protocol), MMS (Microsoft’s proprietary), PNA (RealNetworks’ proprietary) and HTTP. Additionally Helix can stream files in RealMedia, Windows Media, QuickTime and MPEG-4 formats.

The architecture presented in this paper does not mean to be competitive to the above solutions, but it aims at providing a flexible architectural framework, where all existing solutions can be hosted. The following paragraphs describe this architecture.

4 Architectural Overview

The basis of the architecture is inspired by the Content Delivery Network (CDN) approach. In its simplest form, a central management unit (much like the DNS mechanism used in CDNs) redirects the client to the closest server holding the requested content. Building on that, overlay-enabled servers and players can fine-tune selection by applying a series of Peer to Peer (P2P) inspired criteria such as distance metrics or node load measurements.

4.1 System Requirements

A set of basic requirements were set during the architecture design phase:

· Overlay Organization following a fully distributed fashion.

· Efficiency in overlay network construction.

· Ability for QoS monitoring and reporting.

· Minimal control overhead.

· Interoperability with protocols and infrastructures.

4.2 Description

To fulfill the above requirements, the platform utilizes an overlay network to handle the task of conveying content from the media servers down to the client terminals. The overlay architecture is comprised by two different modules: the Relay Module (RM) and the network distribution manager (DM). As stated before, the approach we follow is similar to that of content delivery networks (CDNs) [13]: content is scattered to a series of servers, the relay nodes, and a central management unit (much like the DNS mechanism used in CDNs), in our case the DM, is used to redirect clients to the ‘closest’ server holding the requested content. The meaning of the ‘closest’ or ‘best’ connection point in the architecture is determined by evaluating a series of criteria/parameters.

Relay Module (RM)

The basic module of the architecture is the RM. At the lowest level, a RM is just a proxy: It forwards incoming media streams to one or more clients. A chain of RMs can co-operate constituting thus tree-like structures, like those depicted in the next figure. As we can see, each RM can serve several media streams, acting as a relay node to other RMs and/or clients.
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Figure 1: RelayModule functionality

RMs communicate with higher and lower nodes in the distribution hierarchy via the standard RTSP protocol. In terms of functionality, a RM has a double interface: one for setting up connections to receive incoming streams and one for serving outgoing streams. In the first case, the RM behaves like an RTSP client, i.e. it issues DESCRIBE, SETUP and PLAY requests. In the second case, it acts like an RTSP server and accepts DESCRIBE, SETUP and PLAY requests. QoS-related statistics like packet loss and jitter are gathered through the use of the RTP/RTCP protocols.

In order to be able to flexibly adapt to the changing network state, the RMs incorporate several modules, that enable them to:

· Switch streams. This is supported through the Stream switching module. This is used in the case where scalable encoding is not available, and transcoders are used to provide stream thinning.

· Monitor the media distribution quality. This is provided through the QoS reporting module, that reports on the quality of the streams through the collection of RTCP reports received.

· Organize into an overlay media distribution scheme, that adapts to the network conditions, through the communication of special “overlay modules”.
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Figure 2: RelayModule architecture

As it is depicted in the previous figure, the RMs are capable of communicating with Transcoders that convert a media stream into one of lower rate, and feed it back to the RMs. The stream switching modules are then used for ensuring uninterruptable serving of the streams to the next level of media distribution.

Finally, in order to manage the operation of the RMs, a central entity is needed. This is the Distribution Manager, that is responsible for registering, monitoring and managing the operation of the RMs.

Distribution Manager (DM)

The DM maintains a small database of all available content and the location (that is, the streaming server) where it is stored. The DM constantly updates its information from the streaming servers and the relay nodes. The DM offers a central interface to the platform administrators to allow them to control relay nodes and, if needed, manually build the distribution trees from the streaming server to end-users. The information available in the DM is not only limited to content availability but also includes network statistics (packet loss, jitter) and performance metrics (such as processing load and memory usage) obtained and periodically refreshed from the relay nodes.

Having a complete picture of the distribution network, the DM can automatically suggest a connection point for clients through the end-user web-interface. The DM also provides its overview knowledge of the distribution network to the relay nodes when necessary to allow them to dynamically configure themselves and automatically participate in distribution trees for offering content.
The distribution architecture comprises of several relay points that form an overlay distribution scheme. A central managing entity is present, to aid in constructing the distribution trees and registering the RMs. 

4.3 Implementation framework

The presented architecture in this paper is implemented over Microsoft’s .NET platform. NET is based on the notion of the common language runtime (a virtual machine in Java terms). Hence, applications are compiled against and executed on this common runtime. In practice, the application is written once and first prototypes are deployed with minimal or no changes over Windows, Linux (using Ximians Mono initiative [13]) and Pocket PC powered PDAs, covering an extended variety of end-user equipment. 

5 Conclusions

In this paper, a flexible network independent platform which can be easily deployed through the use of personal computers has been presented. The platform is capable of supporting several media streaming schemes that make use of the standard RTP protocol. Though the platform takes into account that traditional approach such as transcoding is used for media thinning, support of more advanced media encoding mechanisms such as wavelet encoding are compatible and can enhance the efficiency in media distribution.

Acknowledgement: This research has been conducted within the framework of Archimedes: “Funding of research groups in TEI of Piraeus” project co-funded by the European Union and the Greek Ministry of Education.
6 References

[1] C. Diot, B. Levine, B. Lyles, H. Kassem, D. Balensiefen, “Deployment Issues for the IP Multicast Service and Architecture”, IEEE Network, Jan. /Feb. 2000

[2] Kumar S. et al. “The MASC/BGMP Architecture for Inter-Domain Multicast Routing”, SIGCOMM ’98, 1998

[3] J. Liebeherr and M. Nahas, “Application-layer Multicast with Delaunay Triangulations”, IEEE Globecom, November 2001

[4] Dimitrios Pendarakis, Sherlia Shi, Dinesh Verma, Marcel Waldvogel, “ALMI: An Application Level Multicast Infrastructure”, in Proc. 3rd Usenix Sympodium on Internet Technologies & Systems, March 2001
[5] Ch. Z. Patrikakis, Y. Despotopoulos, A. M. Rompotis, A. L. Lambiris, “PERIPHLEX: Multicast delivery using core unicast distribution with peripheral multicast reflectors”, Poster Session, Twelfth International World Wide Web Conference (WWW2003) 20-24 May 2003, Budapest, Hungary
[6] Ch. Z. Patrikakis, G. Koukouvakis, A. Lambiris, N Minogiannis, “A report on media streaming for large numbers of users”, to appear in the “Annual Review of Communications”, Volume 57

[7] Apple: “QuickTime Streaming Server 5 and Mac OS X Server”, http://www.apple.com/quicktime/products/qtss

[8] H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson, “RFC 355: RTP: A Transport Protocol for Real-Time Applications”, July 2003

[9] Microsoft: “Windows Media Services”, http://www.microsoft.com/windows/windowsmedia/default.aspx
[10] RealNetworks: “Helix Universal Server”, http://www.realnetworks.com/products/server/index.html
[11] Akamai Technologies, Inc., http://www.akamai.com/

[12] The Network Simulator - ns-2, http://www.isi.edu/nsnam/ns/.

[13] Mono: an Open Source Common Language Infrastructure implementation, http://www.go-mono.com/


