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Abstract: 

This paper proposes an efficient method for Automatic Human Recognition. More specifically, a complete algorithm, based on Retina Vascular Network Identification, has been built to fulfill the need of an accurate recognition procedure. A series of algorithms has been developed to identify structures in human retina using machine vision techniques. The proposed algorithm is composed of six fundamental steps: 

1. Optic nerve and macula identification

2. Vascular Network detection by Gaussian and statistical filters

3. Noise removal by size filtering

4. Branching points detection

5. Branching points Clustering

6. Vascular Network matching by Affine geometrical restoration

The complete algorithm has been developed on MATLAB environment. This proposed method can also be used as a testing platform for other algorithms (such as vascular network detection algorithms) combining the advantage of instant result representation.

1. Introduction:

The identification procedure is based on three structural elements of the human eye retina. These are the optic nerve, the macula and the vascular network. The reason to the selection was given by the fact that these characteristics remain unchanged through years and degradations are possible to occur only because of eye diseases, such as glaucoma and retinopathy. Human interference on the retina vascular network is not an issue at present. 

Part from the proposed algorithm can also be used to extract information about blood vessels network in retinal images. This information can be used to grade disease severity or as a part of automated diagnosis of diseases (Biomedical Systems).

2. Proposed Algorithm

The proposed algorithm is based on two critical procedures the first one is the accurate detection of the optic nerve and the macula. From their location on the retina we extract information about the size of the retina and its general location on the image matrix. The results from this procedure will later be used as reference for the placement procedure, which is part of the first comparison stage of the algorithm.

The other critical stage for the algorithm is the detection of the vascular network. The accuracy at that stage colors the general accuracy of the algorithm. That’s because the whole identification procedure is based on the detection of the vascular network branching points. High accuracy at the stage of vascular network detection delivers high accuracy for branching points’ detection. 

Nevertheless there are many other processing stages before we reach the stage of identification. We illustrate those below:

2.1 Pre-processing

Before we enter the dominant processing stages, we manipulate a retinal image in such way that it later performs the basic standards for the following processing. The standards that should be fulfilled are the dimensions of the image, color and the illumination standard.

The specified dimensions are 512x512 pixels. To get those, we crop the images so they turn to be square and after that we shrink or enlarge an image to meet the specified dimension.

To overcome the problem of a poor intensity image we normalize its histogram. The method is based on a very simple mechanism that distributes histograms over the full potential range for the storage class of the image. To achieve this we abstract the lowest intensity value from every pixel in the image and secondly we divide all pixel intensities by the highest one. The result is a stretched histogram with improved contrast.

2.2 Optic Nerve Detection

The optic nerve disk is the brightest area on the retina (for healthy retinas). This procedure is based on a hard thresholding technique at 90% of the highest image intensity. After the image segmentation the algorithm sequentially erodes and dilates the binary image to remove noise and join broken parts of the image’s objects. At the end, the greatest object is labeled optic disk. Its center of mass is considered to be the center of the optic nerve disk. To calculate the center of mass for an object the following equations have been used:


[image: image1.wmf]n

y

y

m

x

x

n

n

i

m

m

i

å

å

=

=

1

1

  (1)

2.3 Macula Detection

The techniques applied through this process are similar to those of the “optic nerve detection” phase. The problem here is the fact that in most of the cases it is very difficult to distinguish macula from the background. They intensity, nearby the area where macula is located, is similar to the intensity of the macula. To overcome the problem the algorithm defines a region of interest - ROI in which the process of macula detection will perform. ROI is a rectangular area the size and location of which are predefined trough sample observation.

After the “area selection” process, a Gaussian lowpass filter is applied to smooth the intensity of the image. What is left after filtering the image is the general gray-level appearance of the image over smooth areas. Less sharp detail is left to the image as high frequencies have been attenuated. 

The form of a lowpass Gaussian filter in two dimensions is given by:
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where, 
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Thresholding based segmentation follows this process. The equation that returns the thresholding value for the ROI is given below:
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where mean(i) denotes the statistical mean of the ROI and std(i) the standard deviation. 

A processing example is illustrated below:

[image: image22.png]



Figure 1. Macula process example a)ROI, b) smoothing by Gaussian LPF and c,d) macula center of mass detection

At the end, the object that is located nearest to the center of the ROI is labeled as macula of the retina. Its center of mass is considered to be the center of the macula. Contrary to optic nerve detection the greatest object in the ROI is not considered to be always the macula because of illumination noise.

An example result of the processes 2.1, 2.2 and 2.3 is illustrated below:
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Figure 2. Illustration of result from optic nerve and macula detection processes

2.4 Vascular Network detection

To detect the vascular network on the retina images, the algorithm implements a highpass Gaussian filter which attenuates low frequencies while sharpening high. 

The form of a highpass Gaussian filter in two dimensions is given by


[image: image8.wmf]2

0

2

2

/

)

,

(

1

)

,

(

D

u

D

e

u

H

u

u

-

-

=

  (5)

The cutoff frequency for the highpass Gaussian filter 
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 is equal to 7% of the padded image width.

A statistical median is applied before and after this process to the retinal image, to reduce the high frequency random noise. It follows an example of the process:
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Figure 3. Detail of median filtering the Gaussian highpass filtered retina

Image segmentation follows the implementations of the Median and the highpass Gaussian filters. 

The thresholding value is given from the equation:
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where median(gs) denotes the statistical median of the image, ‘std’ is the standard deviation and ‘a’ is a multiplier that is adjusted through observation of the sample behavior. An example result is given below:
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Figure 4. Thresholding result

We can see that apart from the vascular network there are little objects that add noise to the image. To overcome the problem we implement Length filtering.

2.5 Length Filtering

To remove the produced noise from previous processes the algorithm implements several techniques. First of all, we find the skeleton of the segmented image. The objects are now described by thin lines and their size (in pixels) has reduced. The algorithm implements size thresholding to delete small objects from the image. After this phase we remove noise outside the perimeter with a mask filter. We create this mask by hard-thresholding the initial image so that every non zero value becomes white (1). The product of the process is given below:
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Figure 5. Noise removal by size thresholding technique

2.6 Branching points detection

To locate the branching points on a vascular network, the algorithm implements 2D convolution of a kernel with the vascular network pixels. The kernel is a 3x3 matrix of 1s. After the convolution is accomplished, the algorithm implements element to element multiplication of the result with the initial vascular network image. This method removes noisy pixels that were generated around the pixels of the network during convolution implementation. After this stage, any pixel the value of which is greater than 4 is considered to be a branching point of the network.  

This procedure often produces short extraneous spurs called parasitic components. The process used to remove them is the pruning method. An example of the “branching point detection” procedure is given below:
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Figure 6. Illustration of branching points detection process on a retinal vascular network

The result of the procedure is a matrix, the dimensions of which are the same with those of the initial picture. On the matrix the coordinates of every non-zero pixel denote a branching point on the initial vascular network image. The “intersections matrix” of a retina is the core of the identification algorithm.

2.7 Vascular network Identification

2.7.1 Vascular network placement

The main identification process for two retinal images takes place at this stage. Here the information from previous stages is used to adjust the necessary parameters of the identification mechanism. The identification procedure is accomplished between images –“intersections matrices”- stored in the database and the sample that is given through the oscilloscope. The first thing that the algorithm has to do is to place the vascular network of the new sample on another vascular network from the database that we want to compare with. We name the former “geometrically distorted” and the latter “authentic” image. The “distorted” intersections matrix will be geometrically manipulated in such way so its macula position and its optic nerve position meet the location of the corresponding in the “authentic” matrix. 

The method used to execute this process is based on the “affine transform”. The geometrical transformation at this stage involves scaling, rotation and translation. The linear conformal transformation that is used here is a type of affine transform that preserves shapes and angles. The matrix form of this transform is given below:
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Where w, z are the coordinates of the image before the distortion and x, y are the coordinates after the transformation has been applied. In the matrix, ‘s’ denotes the scaling factor, ‘θ’ is the rotational angle, and δx, δy denote the variables of the translation.

First we calculate the distance between the optic nerve and the macula for each retina. The variable s is the factor that multiplied with the distance that is calculated for the “distorted” retina returns the distance for the “authentic” one. From the imaginary line between the optic nerve and macula we find the angle for each of the retinas. ‘θ’ is the difference between the ‘authentic’ and the ‘distorted’ image angle. At the end δx, δy translate the ‘distorted’ image in such manner so that its macula meets the coordinates of the macula at the ‘authentic’ image.

2.7.2 Branching points Clustering

The dominant aim of the algorithm is to geometrically transform the ‘distorted’ retina in such way so that its intersections coincide those of the ‘authentic’ image. To achieve that goal the algorithm has to decide which of the branching points on the ‘distorted’ intersections matrix should coincide which one on the ‘authentic’ one. The mechanism that guides the algorithm to this decision is called “branching points clustering”. This hard-clustering method is performed for the ‘authentic’ and the ‘distorted’ intersection matrices. 

The process is based on a very simple model. For the (x,y) coordinates of a branching point on the ‘authentic’ intersection matrix we define a circular ROI at the ‘distorted’ matrix. The center of the ROI has the same (x,y) coordinates. The branching points from the ‘distorted’ intersection matrix that fall into the ROI are possible to be coincide pairs with the branching point at the ‘authentic’ intersection matrix. From all the points in the ROI the theoretical coincide one is the one which closest to the center of the ROI. 
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Figure 7. Clustering ROI. The branching point that is closest to the center of the ROI is named coincide point of the corresponding branching point from the ‘authentic’ intersection matrix.  

The procedure of clustering is repeated for every branching point of the ‘authentic’ intersections matrix. What we get at the end is two matrices which contain the coordinates of the clustered pairs. The matrix with the clustered branching points of the ‘authentic’ retina is named “basepoints” and the matrix which contains their pairs is named “inputpoints”.

2.8 Vascular Network matching by Affine geometrical restoration

In the final stage the algorithm transforms the ‘distorted’ intersections matrix in such way that its branching point coincide those of the ‘authentic’ one. The way to achieve this result is to reduce the mean distance between the pairs in the “basepoints” and “inputpoints” matrices. The algorithm uses again the geometric affine transform to accomplish that. 

The subject here is to calculate the parameters of the affine matrix in such a way so that after the transformation of the ‘distorted’ matrix, the mean distance between the intersection pairs is eliminated.
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The algorithm tries, by multiplying the inputpoints with the affine matrix, to retrieve the basepoints matrix. We use least square method techniques to calculate the parameters of the affine matrix. The calculated affine matrix is later used to transform the intersection matrix of the ‘distorted’ retina. An example of the process is given below:
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Figure 8. a) Comparison of two Vascular Networks after affine transformation is implemented b) Detail of a’.
2.9 Numerical criterion 

The general subject of the research is machine vision. The goal is to make a machine able to understand and decide whether two compared retinas are similar or not. To achieve this, the generation of a numerical criterion is essential. The algorithm’s built in criterion is given by the following procedure which is also based on the intersection matrices of the two retinas. 

We create a ROI for each of the branching points of the ‘authentic‘ intersections matrix as well as for those of the ‘distorted’ one. We calculate the total size of the area that is covered by the ROIs at the ‘authentic’ matrix. Then we implement AND operation for the logical ROIs of the two matrices. We calculate the total size of the overlapping areas and we divide the result by the total size of ROIs given from the ‘authentic’ intersection matrix. 


[image: image20.wmf]%

100

×

=

A

C

l


where ‘C’ is the total overlapping area and ‘A’ is the total size of the ‘authentic’ matrix’s ROIs. 

A figure to describe the process is given below:
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Figure 9. The mechanism of the numerical criterion

3. Simulation Results

On Windows XP, Pentium 4, CPU 3.06GHz, using MATLAB version 6.5 with the Digital Image Processing Toolbox version dipum_1.1.3 the computational time of the whole process of the algorithm takes approximately 25 seconds for the comparison of two retinal images. The images are of size 512x512. The coverage percentage (the numerical criterion of identification process) is close to 70-80% for retinal images taken from the same eye and around 10-20% for images taken from different eyes. 

4. Conclusions

In this paper we illustrate a complete Retina Vascular Network Identification Algorithm for Automatic Human Recognition. The process is fully automated and the computational times are fast enough. The results of the processes were satisfactory for healthy retinas. In the future work we want to improve the thresholding techniques and the Vascular Network Detection stage so that we build a more robust algorithm. Hough transformation is also considered to be implemented for most accurate optic nerve and macula detection procedures.
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