Hexapod Robot of Surveillance

.  

George P.Kladis1, Yiannis Ypatidis2, Anastasios Tzerahoglou3
1. TEI Piraeus, Automation Department, 127, Zeas Str, 185 34 Piraeus, Greece, klamouf@gmail.com 

2. TEI Piraeus, Automation Department, 13-15, G. Nazou str, 11145 Athens, Greece, johnypatidis1@yahoo.gr

3. TEI Piraeus, Automation Department (project supervisor), 15 Marathonomachon str, Athens, Greece, tasosj@gmail.com 

Abstract

Keywords: robot, microcontroller, trajectory prediction, surveillance, image processing

   The project concerns the design and construction of an autonomous Hexapod insectoid robot for room surveillance. The construction consists of an embedded electronic circuit of three microcontrollers, the carrier and an optical sensor. It can sample a target through a camera and will move in proportion to the target, imitating the walk of an insect, and will take certain decisions accordingly. 

   Each microcontroller on the interface is programmed differently with a Basic compiler. The first controller occupies the whole program with the routines of the movement, the second has the main algorithm or brain of the project and the third one is programmed specially to send and receive data from the sensor of the robotic system, the camera. All the above microcontrollers are communicating with each other with the help of the UART protocol. The former microcontroller sends combinations of pulses to each servo so as to produce the desirable movement of the carrier. The second one employs theorems such as sampling and normalization of the data received from our sensor, a complex architecture of a multilayered neural network with supervised learning. Furthermore it is capable to generate a prediction of the course of the moving target by associating probability and stochastic analysis theorems such as the Bayesian theorem, Markov chains and the Least Square method for the production of the trajectory of the moving or stable target. The latter is programmed only to do the sampling of the target and to send and receive data from the optical sensor, while it sends these data to the microcontroller that performs the processing.  

Considering the carrier it was designed according to a model of an insect and was built of 4mm thick PVC board. It consists of six legs, with three degrees of freedom each, and a head that supports the camera with an ability of a pan and tilt position. All joints, 18 in total servos, are controlled by the microcontroller of the movement. 

The camera used is produced by The Carnegie Mellon University and is already programmed, in Java, with capabilities in image processing. Through its flexible set of commands we were capable to take advantage of most of its capabilities, by controlling it through the microcontroller.

Concluding, when the whole synthesis is implied the robot will be capable to categorize a target being tracked, into two different groups: Enemy and Friend, within which boundaries it will act accordingly as taught. 

Introduction

The simulation of the intelligence of a human being, its senses and ways of thinking constitute the fundamental principals of computer intelligence. The fields of Robotics and Artificial Intelligence [2]-[7] [16] [20] [21] [22] [24] [25] [29] [36] [56] were introduced with great breakthroughs the last decades that had both scientific and practical consequences.

It is widely known that the Computer is more accurate and quicker than the human brain in its calculations. On the other hand human intelligence overweighs the computer in many more ways such as it can identify very easily objects and can comprehend its relations between its surroundings even if they are hardly visible or distorted. Consequently the ability of a human to learn through examples is one of the most special characteristics of intelligence. The human memory has the ability to store and apply great amounts of data which it can correlate them fast and with little difficulty, were as the Computer can not use and exploit sufficiently its stored data. There are certain reasons of the supremacy of the human brain towards computers [1][12]. First of all, the lack of specialized software for correlation of data in computers. In addition the human brain and the computer perform in extremely different ways. In essence, concerning intelligence, the human brain uses an architecture that is more capable of coping with the natural processing of data. The human brain is much more powerful and compact since it is believed to be consisted of nearly 109 processing units or neurons that communicate with each other. From each neuron we have thousands of “fibers” that connect with other coming from other neurons, these connections are called synapses[29]. 

Moreover the human brain uses a structure of multitasking in a greater degree than a computer. It is remarkable that computer science shows great interest in systems of distributed processing which have complicated applications of artificial neural networks. These neurals are distributed in such ways that can process data simultaounesly. In essence each neuron stimulates other neurons by sending signals, so the combination of a huge network of neurons can create an extremely capable machine of learning and reasoning. Nowadays most of these systems that use complicated architectures of neural networks have been applied with great success for both identification of dynamical processes and their control. 

With this letter we will introduce our project K.Y.R.O.S and its capabilities. The paper is divided in three main parts as opposed to all the sectors considering its design and construction. Firstly we will analyze some theoretical points concerning kinematics, its mechanological and electronic parts, lastly algorithms applied and conclusions. The block diagram of the device is seen below:
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Kinematics and dynamics

The human arm has multiple degrees of freedom which depend on the number of joints that connect different parts of the arm. So as to simulate the arm we have investigated two different fields such as Kinematics and dynamics. The former has to do with the trajectory that an arm follows so as to reach an end effector point  were as the latter has to do with the forces applied in both the joints and the different parts of the arm to complete a movement from one point to the other [17][18][19][26][27].

Both of them involve a forward and an inverse approach. However due to computing complexity of the latter such as impetus coming from former and secondary joints, forces applied within the joints, external forces applied to the system, etc we have adopted only its kinematics. In other words lets assume that we have an arm with three degrees of freedom and we want to move its grip to a certain coordinate. It can be done with two different ways. In the first one we initially know the coordinates of the end point and we send pulses to the servos so as to move them in certain angles. The inverse problem involves knowing the angle that each joint should make and we calculate the end point. In terms of control we know that each servo has an electronic circuit that adjusts its movement online- such as a simple PI controller [29]. So if  the movement in axis z ,x and y are made by the three servos, respectively, and the length of each part of the arm and coordinates of the end point are known, we can easily calculate the angle that the joints should make. Consequently the duration of the pulse that we should send to each servo.
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The other way around is also feasible. We realize that for ideal cases this stands without doubt in simulation. However during the construction of K.Y.R.O.S we had to make some calibration due to factors already discussed [27][29].

Patterns of movement

It is widely known that one of the most interesting sections in the field of entomology apart from the ability of adapting to the surroundings and flying is the ability of insects to cross terrains with different morphology [55][56].The study of such means of movements can be done with no other way than observation. 

From the earliest years of mankind, like its desire to fly, till nowadays, humans took advantage of their surroundings so as to adapt their desires. This was done with great success through observation. Nowadays we face difficulties like the construction and design of autonomous vehicles that can cross through difficult terrains, with rocks or bumps, with success .With the help of special sensors applied, such as sonars, radars, cameras etc, we can overcome such difficulties. In computer vision we can introduce certain filters that can identify obstacles, through edge detection, and algorithms that can choose the most optimum trajectory to avoid them.

However, although its high accuracy, these methods are not ample enough to cope with these certain situations due to the fact that an obstacle is always a random factor. So the inventor has to apply different innovations in its project such as substituting wheels with caterpillars or even legs. These have four, six, eight and more legs according to the species. Apart from the way of movement they also play an important role to their survival, apparently. In other words, they use them so as to protect themselves from the enemy, to defend and feed themselves or even build a nest. However at that point we will focus only on their ability to move.  

Mechanological parts

In this section we will try to analyse further the construction and design of K.Y.R.O.S. with respect to its mechanological parts, the embedded circuit, the optical sensor, its pattern of movement and the algorithm of its reasoning.

The model that we have designed resembles a six leg insectoid (Hexapod) and has dimensions to fit exactly the embedded circuit, the sensor and the servos .In addition it was designed to support its weight or frictions that might be confronted during its movement. The material that we used is PVC of 4mm thickness that has certain advantages such as its cost, weight, cultivation, durability and flexibility.

Each arm consists of three main mechanical parts, which connect with its other through joints that are manipulated with the help of servos. In a few words servos 1 and 2 are capable of moving the arm to coordinates xx’ and yy’ of the Cartesian space, were as the third servo is fixed to the edge of the carrier, through another layout and moves the arm to zz’ space. All servos have internal limits for the pan position of the range of approximately 0o to 180o, which is controlled by the pulse that we send to their pins. Moreover to avoid slippery surfaces, in terms of agility, we adjusted caps at the end point of each arm.

The carrier consists of two main parts. The bottom one is used as a base of the carrier where each arm adjusts to it accordingly. The upper part supports the whole embedded circuit, such as base of the sensor and lines of power. Consequently we have a servo that is fitted and positioned vertical to the front part of the body that does the pan movement of the base of the head. Last but not least its dimensions were chosen accordingly to support its weight and to fit exactly its embedded circuit. Finally we should also mention that the position of the arms fitted on the carrier was measured so as to take advantage of the maximum range of the movement of each arm without colliding to each other.

On the other hand we could not use the same material for the base of the sensor due to its flexibility. We had to use a much more rigid and more durable base made of aluminum with thickness of 2mm.The base consists of two parts and is able to move the head in pan and tilt position.

 Finally the servos (futaba S3003), which are the driving force of the whole robotic system, have three pins [29][51] the two used for supply of 5Volts and the third one for the step signal that we send. So to make a ninety degrees rotation we need to send a step pulse of 1,5 ms frequency, if we do not apply an external force in its axis. On the other hand, if we apply a force to its axis then we will have to send the pulse continuously until it reaches that position. The particular series of servos can lift up to 2,5kilograms and weighs 48gramms.

Embedded circuit

In robotic systems applications the heart of the whole embedded circuits are its controllers. For the particular project we chose the series of Atmel microcontrollers ATmega [9] [10] [11] [40] [41] due to their capabilities and our needs. A crucial drawback of that series is the fact that the program that we can store is only a few Kbytes, which is ample for simple tasks but not enough for sampling. So instead of using a DSP controller, which would increase the cost of the construction dramatically, we used three controllers for our needs. Two ATmega16 and one ATmega32 with total storage of 64Kb flash Rom. The whole architecture is seen below:
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The architecture of the whole interface was done uniquely not only to have distributed programming, such as dividing the processes, but also to have multitasking and synchronization with each other. So if each controller, of the certain series, has a speed of 16Mhz we would, more or less, have a system that supports a computer power of 54Mhz.The whole architecture, is the cheapest solution proposed. Based on the previous the embedded circuit comprises of two main boards so as to obtain maximum functionality, speed and future expansion for peripherals. The first one, schematic [1], is used for controlling the camera and for certain algorithms of control such as prediction of trajectories and neural networks and the second, schematic [2], for the motion of the carrier.

Concerning the former it uses two microcontrollers one Atmega16 and another Atmega32 which are protected from high voltage of up to 15Volts with the help of regulators LM7805 [39]. So by applying a voltage of 6 to 12Vdc in the input of the circuit we will have an output of 5Volts stabilized to apply to the microcontrollers. Moreover to have a more stabilized voltage we connected two capacitors of 0,33mF in the pins of the regulator as proposed by its manufacturer. Following the regulator we connect its output with a led indicator of 5Volts with its protection resistor so as to know whether the voltage is ample or not for the microcontrollers. As soon as we have stability in the voltage we supply the ATmega by having common ground with the whole circuit. It is known (datasheets) that the microcontrollers have an internal real time clock [40][41], however due to the fact that its synchronization is not accurate we have to apply a crystal of 16 MHz by external means. In other words we connect both microcontrollers with a circuit of a crystal and two capacitors of 33pF so as to obtain a more reliable synchronization to the desirable one.

The whole concept of the design was to have two microcontrollers that would perform simultounesly, exchanging data and increasing the computing speed of the whole system. So as to succeed the above we had to use a communication protocol called UART instead of I2C and SPI [10][11][48][52][53], because it is much easier applied in hardware and software means-dual way of communication. After exhaustive calibration we chose an optimum transfer rate of 38400Kb/s with fault of transmission of 0,16% [29].Consequently there is a cost of speed and reliability of data sent and received. Furthermore, we have placed in both microcontrollers free pins that could easily be used for communication in our network by just placing a jumper and do the essential programming in the ports considered. Moreover, we have designed the interface in such a way that the programmer could easily take advantage of the interrupt pins of each controller through jumpers. Last but not least, each board affords a reset button for easy restart of the algorithm running in each microcontroller.

Finally a further benefit in the designing of the interface is the fact that it has an onboard port to be used with the ISP programmer [54].

Concerning the latter (schematic [2]) it was designed particularly for controlling the legs of the robot. In essence it controls eighteen motors adjusted accordingly so as to move the carrier in certain directions. The ideal solution would be for the controller to have another 18 PWM[10][11] outputs so as to control the servos. However due to its restricted capabilities ,we had to use a complementary microcontroller Atmega16. We realize at that point that the first board is used to control the second one. For example if the camera sends data of the target being tracked then the neural board receives them. Afterwards it performs the processing and makes decisions of how to draw near or far from the target. Finally it sends which routines of movement should be activated from the microcontroller of motion, by just sending start bits to the pins accordingly, and it performs the task. Like already stated the second board was designed with more or less with the same configuration as above, such as external clock, indicative 5Volt Leds, LM7805, reset button, onboard port for programming etc.

In terms of programming the microcontrollers, we designed and constructed the programmer STK200 [29] due to the fact that it uses only one chip CH74HC244E[38].It is an ISP programmer which uses MOSI, MISO, SCK and RESET signals so as to program each of the microcontrollers. Thereafter through the parallel port of the pc (RS232) we compiled and downloaded algorithms using the compiler Bascom1.11.7.1 [45] which is in Basic language. However due to initialization of the microcontrollers and other factors[29] we had to use another programmer STK500[50].For example STK200 is incapable of programming in “High-Voltage” mode[11][29]. 

Movement of robot 

In this section we will analyze the algorithm that K.Y.R.O.S uses for the head to follow the target and the movement of the body respectively.

Cmucam2 [43][44][46][47] is an optical RGB sensor designed in the Carnegie Mellon university with remarkable capabilities in the field of image processing. It supports its own software with specialized features such as object tracking and detection through its colour properties, can map areas, follow trajectories, edge detection, locking of target, histograms, frame differencing, detection of motion, etc [43][30][31][32].Its block diagram is depicted in [1] and it can be controlled through RS232 port with the help of a control panel [43]. In general, one of the crucial points introduced in its performance was to receive the data that it sent of the target observed, that are its colour, pixels detected and pixel level confidence, mass center coordinates etc., process them with the help of the embedding circuit and send back feedback to the servos that support the head so as to follow the target. In other words the most important feedback that we obtain from the sensor is its colour confidence level, pixels and the mass center coordinates.

However before we proceed to the actual algorithm we need to bear in mind factors so as to calibrate the sensor, such as establish that a two way communication is done reliably [29], de-noising of images [30][31], focus the lens as proposed by the manufacturer, identify its set of commands and lastly decide which ones are suitable for our cause. For example lets suppose that our goal is to track and follow a target. Firstly we turn on the camera and we initialize its position with respect to the carrier. Then we send the command “Frame Differencing” to track motion in its optical range. As soon as its sight is stimulated by a target we receive the difference in the picture and the confidence level of the colour observed. Thereafter we send to track that colour of the observed object, so the sensor sends as feedback of the mass center of it continuously. Afterwards we sample and process the data sent through the microcontroller by following the structure of block diagram previously seen and we send pulses to the servos to move accordingly so as to follow the target. 

Lets assume that the target observed has a red colour. We initialize the whole process by sending back confirmation of the feedback obtained from the camera. In the program, that we compiled and downloaded to the ATmega microcontroller, we have included a routine to receive and read, reliably, part of the string of our interest. This is extremely essential since if we do not guarantee the transfer of data to the embedded circuit then the whole system will behave wrongly. Since we have sampled the data the main task is to minimize the distance between the coordinates of the mass center sent with the center of the Cartesian space in both xx’ and yy’ axis. Due to the fact that we have a range of the movement from 0 to 256 degrees approximately in both axis we consider the center as 128.Consequently the main goal is always to subtract that number from the one send from the camera through the interface. In other words if the solution of the subtraction has a minus sign that would mean that the object has moved to the right or differently to the left, something that additionally occurs in the yy’ axis. Then we send a variable to the servos, which is called the pulse width, so as to minimize that distance. However due to inability to reach the absolute zero value we realized that calibration needed because of oscillations when it approached the center of the Cartesian space. 

Consequently we succeeded the above by applying four special counters two for each axis. For example, in xx’ axis, when oscillations occurred we counted them and added them or subtracted them in the routines accordingly. We also provided the minimum step of the movement of the servo so as to minimize further these oscillations. The whole structure is seen in block diagram [2].

From the previous description we realize that the movement of the sensor is just an imitation of the movement of the head. However what happens when the end effect of control is the body of the whole system? The simplest answer has to do with perception. The ability of the human brain to make decisions, in our case, follow or avoid a target observed with respect to its behavior to the system, as a friend or enemy. Consequently we have programmed special routines to move the carrier round itself in both directions, to go forward and backward and to produce a slide locomotion such as the one by the sea crab [29]. We should also mention that in that case we had to calibrate our input data so as to minimize undesirable noise that would occur in the images sampled [30] [31][32].

Simulation and machine learning

During the course of the research we carried out most of its simulation and experiments with the help of Labview 6.0 of national instruments.

The whole algorithm of the “brain” employs theorems such as sampling and normalization of the data received from our sensor, a complex architecture of a multilayered neural network with supervised learning and optimal control. Furthermore it is capable to generate a prediction of the course of the moving target by associating probability and stochastic analysis theorems such as the Bayesian theorem, Markov chains and the Least Square method for the production of the trajectory of the moving target observed. Like already stated previously, in the embedded circuit we have programmed the first microcontroller to do the sampling of the target and to send and receive data from the optical sensor, while it sends these data to the microcontroller that performs the processing and, finally, send the output to, both, the sensor and the microcontroller that supports the routines of movement of the carrier. When the whole synthesis is applied our project will be capable to classify a target being tracked to two different groups. That is Enemy or Friend [24][34], within which boundaries it will act accordingly as taught. Thereafter it will be able to recognize each target and behave in accordance to its behaviour, towards the robotic system, that has already learned or that is going to learn during the sampling phase. In this section we will try to analyse briefly most of the main parts of the theorems used.

One of the most crucial points one should bear in mind when programming apart from the structure of the algorithm is minimising the computational time, something that we succeeded through fast adaptive processing. Moreover through the sampling phase one might face problems such as uncorrelated data or, even, outliers. Considering the latter we minimised it by choosing the most adequate transfer rate of data. An approach that resulted in having a very small portion of error of approximately 0,16%. In addition we had to find a correlation between the coordinates. Something we have managed by just implementing the least square method. In essence we used four different models a linear, parabolic, hyperbolic and an exponential one. Throughout these we where able, though a criterion called indicator of determination, to distinguish which model was the most optimum to produce the trajectory. So if we assume that we obtain the coordinates of the centroid A(xi, yi) of the target observed, where x and y are vectors, we manipulate the xi accordingly for each model and we compare it with the true values of yi. So we will have the models below:

	Linear model
	y=ax+b
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	Parabolic model
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	Exponential model
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	Hyperbolic model
	zi =1 / yi
= α + βxi
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The value obtained (
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) is a positive one between 0 and infinity. The bigger the value the less correlated the data. Further on we calculated the indicator of determination which is the same in all cases.
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Its value is between the interval [0,1]. So the more it drifts towards one the better the correlation between our real data with the ones obtained from the prescription. When 
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 equals to one, the curve runs through all the points that we sampled. For example lets suppose we obtain a value of 0,95 which means that 95% of the points considered belong to the trajectory. In other words there is a strong correlation between the data x and y and the remaining percentage (5%) is the standard deviation of the variables. In general terms the indicator of determination has the following form:
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Consequently by just comparing the values of the indicator of determination for each case we obtain the most optimum curve that we produce as output to the system. This is depicted in [fig.3] 
Furthermore apart from the above calculations we introduced other criterions applied initially so as to minimize the computational complexity and the processing in each iteration. There are cases where we can produce the above much more easily in a more empirical manner. In essence if our data follow an arithmetic progression or the first differences are constant then we have without doubt the linear model.
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Additionally if the second differences of y are constant and the third differences are zero then we will have the parabolic model.
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Last but not least if the data follow a geometrical progression and have the form below
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Then we may use the exponential model. Finally if the values of x and their division with the values of y form an arithmetic progression then we have a hyperbolic model.
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Normalization of data

It is known that during an observation of a phenomenon there are cases where the data we sample have a special trend, a correlation, have periodic or cyclic changes or even random changes that are much more difficult to predict. 

From the previous we realize that in all cases apart from the last one can easily construct an algorithm so as to make predictions of the next values of data obtained, such as using Kalman filters, stochastic analysis with Markov chains or even probability theory through the Bayesian methods. On the other hand when we have a random process then we might face outliers such as a partial sampling of an erroneous amount of data. In addition, apart from calibration to the data, we had to introduce a complimentary way so as to minimize further this amount of data, which was done by normalization [31][8][13][23].So by that way not only did we minimize the number of outliers but also minimized the computational time by decreasing the number of data that we used as an input in the general algorithm.

In terms of probability theory we now that the human ways of decision always makes estimations of events based on experience through observation. These occur when possibly other phenomena occur. This is called dependency. So if we observe a phenomenon that is proportional to its repetition and its, probable, consequence then if we realize at a certain point the same phenomenon we would be able to predict its outcome due to the fact that we considered it dependent. Consequently we applied in our system one of the most important theorems in probability theory so as to take decisions that is the Bayesian [13].

Theorem:

Lets assume that we have a certain eventuality E that is dependent from events Α1, Α2, Α3, Α4, ......, Αν.Then we will have:
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Due to the fact that Α1, Α2, Α3, Α4, ......, Αν are independent to each other or 
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At that point we should introduce the term dependent probability. Dependent probability of the event B is the one to occur only and only if another known incident A has occurred and is not equal to zero. It can be found as P{B/A} and is equal to:
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If we substitute the above we will have:
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So
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Consequently we will have:
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The Ρ{Αi} is the priori probability and the Ρ{Αi/Ε} called posteriori probability. So if we consider these events as the probability of each different trajectory of the object observed then we would be able to predict the next step of the target based on the previous sampling of it. A thing that we are going to discuss further in another section.

Simulation

Most of the simulation was done with the help of national instrument Labview. We configured the RS232 port so as to communicate with the sensor and we received data from it so as to manipulate through each algorithm that we have described and sent the analogous outputs to the microcontrollers of the embedded circuit. In this section we will try to analyze how the whole algorithm performs through a simple collection of data. 

Lets assume that we have obtained values which are the coordinates of the centroid that is observed with the sensor. Firstly we normalize the data obtained and we minimize, lets say using a moving average model [14][29]. So given a sequence 
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Thereafter we apply the output data to a filter that decides the course of the target from one point to the other. The probable directions we have taught are left  (A), right (D), bottom left (AK),bottom right (DK), top left (AP), top right (DP) and stable (S). Afterwards we apply the data to the LS models already described so as to obtain the equations of the correlation of data. We pick the best representation with the nearest value to one as we prescribed earlier (indicator of determination).The values obtained for the linear, parabolic, exponential and hyperbolic respectively are 0,8602 , 0,8951 , 0,00001 and 0,00010. So we proceed by picking the parabolic model so as to represent the data which is seen in [fig.3].

Then we calculate through the Bayesian theorem the next step that the target will do by sampling these steps already obtained. We have counted seven steps to the top right (DP) so the most probable next step would be to that direction, which we provide as output. That output initializes the learning phase of the data by using a neural network architecture based on the delta rule[20].The neural network that we have applied is connected in parallel with the main algorithm and is used only for learning, recalling and decision purposes. Its block diagram is seen [3].So if the machine is taught of a certain event then it will recall it through its memory and perform accordingly. 

In other words we initialize the input of the hidden layer of the neural network and we shift the weights through the difference between the output of the ANN and the real value from the algorithm. These iterations will stop the learning phase as soon as it reaches certain criterions that we have experienced during our research. Firstly reaching a value of zero in the mean square difference or if the mean square difference is less or equal to the value that we have initially put to compare at each iteration. Furthermore we could manually stop the learning phase after some iterations. Another criterion would be to have a mean square difference that is progressing with a pattern or a constant value. Lastly experiencing a constant oscillation in the values of difference. 

Lets describe the above with the simple example that we have a target that it plays a game of hide and seek with the robot. Lets also assume that when the robot notices the target produces a binary value of “1”, otherwise zero. So by Bayes we compute the probabilities of the target being hiding behind, lets say a piece of paper and otherwise. In essence the machine should decide that the next time it will take a picture of the surroundings it should look for the target behind the piece of paper, because the target is hiding or, just, wait in its position since the target will appear again. So through the sampling phase lets say that the probability values for the target being hiding is 0,75 and not 0,25.We run the learning phase and we have the graphs depicted in [fig.4-5]. In the first one we observe the mean square difference for every output, were as in the latter we have the error in each cycle of learning. Each cycle comprises of the number of all samples of data that we sample each time. 

In that point the learning phase will stop as soon as the ANN algorithm reaches a criterion already described and the whole algorithm will proceed with the next iteration of data obtained or observed.  

Kalman filters and Markov chains

A lot of algorithms have been introduced throughout the last decades that work with great success in predicting the next position of the target observed. The ones we have researched but failed to work for certain reasons, which we are going to analyze in this section, but provided as food for thought for future work. These are a special Kalman filter and Markov chains.

For example lets assume that we have a manipulator to perform a simple pick and place operation. The precise motion estimation of the object on the conveyor belt is a critical factor for successful operation of stable grasping. A well-structured environment, such as the moving-jig that carries the object on conveyor belt and stops when the manipulator grasps the object, limits the flexibility of the production line, increases dramatically the cost of the whole construction and requires skillful engineers for its maintenance. However what happens when we sacrifice the above with a complicated algorithm that will help the manipulator’s control system to estimate with the highest accuracy the position, velocity and acceleration at any instance of the target observed? Due to the above we introduced and applied an adaptive Kalman filter [14][37][29] that improves accuracy for certain factors and circumstances. Lets assume that we are given the velocity and acceleration of the target, for instance we sample the coordinates of its centroid. Consequently we can measure its position for the next instance as follows:
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Where Δt is the sampling period and (Px , Py ),(Vx , Vy) and (Ax , Ay ) represent the estimated position, velocity and acceleration of the moving object, respectively. The prediction is seen in red colour in [fig.6].We understand that the solution of the problem is not one to be solved only in a linear manner. And that’s the main reason that the algorithm did not work efficiently in the construction. In other words due to the fact that the trajectory of the target is a random process there are times that we have to consider also its angular velocity, something already being considered for future work. Furthermore noise and the fact that we should consider the target moving in a three dimensional space are other important factors which make predictions even a more difficult task.

Apart from the above we have also introduced in simulations discrete Markov chains [15][49][29] so as to predict the next step of the target. However it was not applied yet to the whole interface due to the fact of computing complexity, time of processing and storage which is very limited in the microcontrollers that we used. We will try to describe it through the simple example of weather prediction. Lets assume that we have the table below of probabilities which is the transition matrix of the state of the weather from one day to the next one.
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For example a sunny day is probable to occur after a sunny day at 90% and the opposite 10%.We observe that the above table is a stochastic process [15] due to the fact that 
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Lets also put the state of the weather in zero day as:
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In other words the state of a sunny day is 100% and otherwise 0%.Day one we will have:
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  and generally 
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We realize that the more we advance to future the most improbable it is to predict with good accuracy the state due to the fact that the elements of the matrix gradually tend to zero.
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So due to the fact that q is the initial state space this means that it will stay constant even though it will be modulated by P. So:
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We put 
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Hence
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So in the near future we will have almost 83% probability of the day to be sunny, imagine using such a prescription to perform certain tasks for decision making. Such as predicting trajectories of the target, classifying it as enemy or friend, identifying a target, communicating with a peripheral so as to trigger an alarm and many more. Something that is already being considered for future work.

Advantages-Disadvantages

Unfortunately the designing and construction of K.Y.R.O.S did not only involve critical factors to be considered but exhaustive experiments that changed its initial blueprints during these phases. Its final stage is depicted in fig.[1-2]. Throughout our research a lot of benefits and drawbacks have arisen. Conserning the former some are:

· Weight of construction

· Material used is cheap and easy to be cultivated

· Cheapest possible solution for an autonomous apparatus for surveillance (623€)

· Legs to cross difficult terrains and overcome obstacles

· Three degrees of freedom in each end

· Pan and tilt movement of head

· Better balance when moving and more agile

· Friendly compiler for programming

· Distributed programming

· Multitasking

· Transfer rate with fault of 0,16%   

· On board programming of controllers

· Expansions and software updates easily applied

· Further peripherals can be used etc

On the other hand the disadvantages are:

· Computational complexity (servos=3*n, n=arm)

· Speed and storage capabilities

· Cost for maintenance and substitution of parts is rather expensive

· Poor resolution of images obtained (160x255)

· Low autonomy due to fast consumption of power etc

Conclusion

We have introduced an autonomous apparatus, and described its electromechanical parts and its means of thinking. K.Y.R.O.S. can be used with success for ample applications such as room surveillance, exploration and, even investigation of hazardous and dangerous environments. In addition with adaptations and updates to its embeddings, such as adding a manipulator or a ground penetrating radar [28] sensor, we can use it so as to perform geological surveys, or locate, disarm and destroy mines, even investigate the morphology of the subsoil and clutter. Furthermore it is capable for mapping its surroundings or use it for combat means, such as entering enemy bases to gather information, spying etc 

Through the course of the project we overcame certain difficulties as stated in [29] and we realized that so as to build an intelligent machine there are not limitations beyond physical and mental boundaries. Our research grew dramatically during these eight months that brought to the surface-continuously-problems that not only were insurmountable but also left us with a lot to consider in the future. So do artificial neural networks work for such purposes? And if is this so who could benefit the man, the machine or technology? Ambiguous queries that could trouble us for ages, particularly for a field that is just blossoming. However we could also wonder whether its for a good cause or not?

Despite the above, for one we could be certain:

Finally what makes a machine so intelligent?

The “neural person” that designs it!!!
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